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Abstract

Comparing artificial neural networks (ANNs) with outputs of brain imaging techniques has re-
cently seen substantial advances in (computer) vision and text-based language models. Here, we
propose a framework to compare biological and artificial neural computations of spoken language
representations and propose several new challenges to this paradigm. Using a technique proposed
by Beguš and Zhou (2021b), we can analyze encoding of any acoustic property in intermediate
convolutional layers of an artificial neural network. This allows us to test similarities in speech
encoding between the brain and artificial neural networks in a way that is more interpretable than
the majority of existing proposals that focus on correlations and supervised models. We intro-
duce fully unsupervised deep generative models (the Generative Adversarial Network architecture)
trained on raw speech to the brain-and-ANN-comparison paradigm, which enable testing of both
the production and perception principles in human speech. We present a framework that paral-
lels electrophysiological experiments measuring complex Auditory Brainstem Response (cABR) in
human brain with intermediate layers in deep convolutional networks. We compared peak latency
in cABR relative to the stimulus in the brain stem experiment, and in intermediate convolutional
layers relative to the input/output in deep convolutional networks. We also examined and com-
pared the effect of prior language exposure on the peak latency in cABR, and in intermediate
convolutional layers of a phonetic property. Specifically, the phonetic property (i.e., VOT =10 ms)
is perceived differently by English vs. Spanish speakers as voiced (e.g. [ba]) vs voiceless (e.g. [pa]).
Critically, the cABR peak latency to the VOT phonetic property is different between English
and Spanish speakers, and peak latency in intermediate convolutional layers is different between
English-trained and Spanish-trained computational models. Substantial similarities in peak latency
encoding between the human brain and intermediate convolutional networks emerge based on re-
sults from eight trained networks (including a replication experiment). The proposed technique
can be used to compare encoding between the human brain and intermediate convolutional layers
for any acoustic property.
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1. Introduction

Many aspects of artificial neural networks (ANNs) are biologically inspired and have equivalents
in the human brain, but several properties are nevertheless biologically implausible (Pulvermüller
et al., 2021; Bengio et al., 2016; Whittington and Bogacz, 2019; Marblestone et al., 2016). Among
the architectures highly influenced by brain processing in the visual domain are convolutional neural
networks (Fukushima, 1980; LeCun et al., 1989; Yamins and DiCarlo, 2016; Kell and McDermott,
2019; Lindsay, 2021; la Tour et al., 2021). Despite the fact that many aspects of current ANNs lack
biological plausibility, it is nevertheless reasonable to compare computations and representations
in deep neural network and the brain. Such work has twofold implications. On the one hand, the
comparison has the potential to shed light on how ANNs encode representations internally relative
to the brain and how learning biases in humans and ANNs differ. On the other hand, computational
models allow us to simulate brain processes (such as speech) and test hypotheses that are not
possible to test in the human brain. Such simulations can bring insights for how language gets
acquired and encoded in the brain. For example, we can test what properties of speech (both in
terms of behavioral and neural data) emerge when models have no articulatory biases compared
to models with articulatory information, or when models have no language-specific mechanisms.
Such questions can help us better understand which properties of language are domain specific
vs. domain general, and which properties emerge from articulatory factors (see the discussion in
Section 1.3). Such experiments that cannot be conducted on human subjects necessarily require
computational simulations.

The majority of work comparing the brain and ANNs is performed on the visual domain with
substantially fewer studies comparing ANNs to brain responses to linguistic stimuli. Most existing
comparison studies in the linguistic domain focus on text-trained models and supervised models,
and focus on correlations (see Section 1.1). Here, we outline a technique that parallels neural
encoding of specific acoustic phonetic features by examining ANN models trained on raw speech in
a fully unsupervised manner. We introduce the GAN architecture (Goodfellow et al., 2014) to the
brain-ANN comparison literature.

GANs are uniquely appropriate for modeling speech acquisition (Beguš, 2020b, 2021a). Cru-
cially, GANs need to learn to generate output from noise by imitation. The main characteristic of
the architecture are two networks, the Generator and the Discriminator, that are trained in a min-
imax game (Goodfellow et al., 2014), in which the Discriminator attempts to distinguish real data
and outputs from the Generator, and the Generator learns to generate realistic output given only
feedback from the Discriminator (summary in Figure 2). It has been shown that this process re-
sults in the ability to encode linguistic information (e.g. lexical and sublexical representations) into
raw speech in a fully unsupervised manner (Beguš, 2021a) as well as in the ability to learn highly
complex morphophonological rules (Beguš, 2021b) both locally and non-locally (Beguš, 2021c). In
other words, linguistically meaningful representations (such as words, prefixes) self-emerge in the
GAN architecture when the models are trained on raw speech. Evidence for several hallmarks of
symbolic-like representations emerge in GANs: discretized (disentagled) representations, a causal
relationship between the latent space and generated outputs, and near-categoricity of desired out-
puts (Beguš, 2021a,b). Crucially, GANs do not simply replicate input data (as is the case for
autoencoders), but generate innovative and interpretable outputs, which mimics one of the more
prominent features of language: productivity (Piantadosi and Fedorenko, 2017).

1.1. Prior work

As already mentioned, a substantial amount of work exists on paralleling brain imaging with
artificial neural networks in the visual domain (Cadieu et al., 2014; Güçlü and van Gerven, 2015;
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Yamins and DiCarlo, 2016; Cichy et al., 2016; Greene and Hansen, 2018; Eickenberg et al., 2017;
Storrs and Kriegeskorte, 2019; Lindsay, 2021) and relatively fewer works exist in the language or
in the speech domain (for a text-based language model, see Jain and Huth 2018; Jat et al. 2019;
Schrimpf et al. 2020). Kell et al. (2018) and Millet and King (2021) parallel fMRI recordings with
supervised ASR models that are trained on spectrograms. The comparisons in Kell et al. (2018)
and Millet and King (2021) reveal parallels in neural encoding between ANNs and the brain, but
are based on a linear regression estimates between the two sets of signals, focuses on correlations,
and do not directly compare individual acoustic properties without linear transformations. Huang
et al. (2018) examine a measurement of surprisal in an supervised CNN classifier, and correlate the
metric to an EEG signal reduced in dimensionality. Donhauser and Baillet (2020) train a predictive
ANN model and use it to quantify the brain’s response to surprisal during speech processing.
Koumura et al. (2019) focus on amplitude modulation of auditory stimuli (not only of speech).
Their model is trained on raw waveforms, but the analysis focuses on individual units in deep
convolutional networks. They analyze synchrony and average activity for each unit and analyze
them across convolutional layers. All their models are fully supervised classifiers (thus modeling
only perception) and do not focus on linguistically meaningful representations, but on acoustic
phonetic properties and audition in general. Smith et al. (2021b,a) argue for parallels in human
binaural detection and deep neural networks (VAEs). They model pure tones rather than speech and
focus on binaural detection. Khatami and Escab́ı (2020) operate with hierarchical spiking neural
networks on cochleograms using supervised training. All these proposals focus on correlations or
similarity scores. The speech datasets in all papers except in Millet and King (2021) are limited to
one language—English from TIMIT or from other corpora. Saddler et al. (2021) compare supervised
deep convolutional networks for F0 classification with models of the auditory nerve, but not with
actual brain imaging data. All these frameworks use supervised classification networks for their
comparison. Below, we outline how our model differs from these existing proposals.

1.2. Goals & new challenges

This paper proposes some crucial new approaches and guidelines to the comparison of learned
spoken language representations in deep neural networks and the brain. First, we compare brain
data to fully unsupervised models where linguistically meaningful representations need to self-
emerge. Unsupervised learning resembles human speech acquisition more closely than supervised
models trained for automatic speech recognition or acoustic scene classification tasks. Rather than
on pre-trained models, we train the networks on controlled data which allows for more interpretable
results and a more controlled experimental setting.

Second, our models and visualization techniques capture both the production and perception
component in human speech (equivalent to encoding and decoding; for a discussion of the two
concepts in cognitive science, see Kriegeskorte and Douglas 2019), while most existing proposals
exclusively focus on the perception component. We perform comparison between brain and ANN
data from both the Generator network that simulates speech production (synthesis, decoding) and
the Discriminator network that simulates speech perception (classification, encoding). For modeling
the production element, we propose a procedure for comparing ANNs with the brain where the
model’s internal elements (latent space) are chosen such that the model’s generated output and the
stimulus in the brain imaging experiment are maximally similar (using a technique in Lipton and
Tripathi 2017; Keyes et al. 2020). This is the opposite direction of a related proposal in Norman-
Haignere and McDermott (2018). For modeling the perception element, we feed the Discriminator
network outputs of the Generator that are forced to resemble the stimulus. The production and
perception in human speech are highly interconnected (Vihman, 2015), which is why modeling both
principles is highly desired when comparing brains and ANNs.
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Third, instead of focusing on correlations between some metric in brain imaging experiments and
some other metric in deep neural networks, we focus on comparing interpretable features across the
two systems. In this paper, we focus on peak latency in both the cABR and in deep convolutional
neural networks. This is an interpretable acoustic property, is directly comparable, and requires no
computation of correlations or any transformations/regressions between signals. Comparing acous-
tic properties rather than correlations is both more interpretable and less problematic: correlations
can arise even on untrained models and are generally problematic to analyze and interpret.

Fourth, most of the existing proposals focus on correlating brain responses and outputs of neural
networks in a single language, which primarily models neural encoding of the acoustic speech signal
and does not specifically model any phonological contrasts across languages. By training the
networks on two languages with a different encoding of a phonetic property (as confirmed by brain
experiments), we not only test the encoding of acoustics, but we test specific phonetic features that
constitute phonological contrasts: the distinction between voiceless stops (such as [t]) and voiced
stops (such as [d]) in English and Spanish. How phonological (meaning-distinguishing) contrasts
are encoded in the brain Zhao and Kuhl (2018) and in deep neural network trained on speech Beguš
(2020b, 2021b,a,c) can yield new information on encoding of linguistically meaningful units across
the two systems.

Fifth, we propose a technique to compare EEG signals with deep neural networks (for a com-
parison between EEG signals and ANNs in the visual domain, see Greene and Hansen 2018; for
speech, see Huang et al. 2018). Unlike other brain imaging techniques (e.g. fMRI or ECoG), EEG is
minimally invasive while providing high temporal resolution, which is crucial for examining speech
encoding as they are temporally dynamic signals. This should allow a large-scale comparison be-
tween deep neural networks and the brain not only for those phonetic properties investigated in
this paper, but any other acoustic property.

Finally, we aim to show that earlier layers in deep neural networks correspond to earlier process-
ing of speech in the brain. For this reason, we focus on the complex auditory brainstem response
(cABR), a potential that can robustly reflect sensory encoding of auditory signals in early stages of
auditory processing (Skoe and Kraus, 2010). We parallel cABR signal to the second to last convo-
lutional layer in deep convolutional networks when modelling production, and in the first layer in
networks when modelling perception. Comparing cABRs and deep networks is, to our knowledge,
new in the paradigm of comparing deep learning and the brain. Unlike other imaging techniques
(such as fMRI or ECoG), cABR is one of the few brain imaging techniques that allows recording
of the brainstem regions and captures the earliest stages of speech processing. Recent evidence
suggests that several acoustic properties that result in phonological contrasts are encoded already
in the brain stem (Zhao and Kuhl, 2018; Zhao et al., 2019).

To achieve these goals, we compare outputs of the cABR experiment from Zhao and Kuhl (2018)
to the fourth/first convolutional layer (out of five total layers) in deep convolutional networks. The
networks are trained in a Generative Adversarial Network framework (Goodfellow et al., 2014),
where the Generator network learns to produce speech from some random latent distribution and
the Discriminator learns to distinguish real from generated samples. In other words, the Generator
needs to learn to produce speech-like units in a fully unsupervised way — it never actually accesses
real data, but rather needs to trick another network by producing real-looking data outputs. This
unsupervised learning process based on imitation, where the networks learn to generate data from
noise based only on unlabeled data, more closely resembles language acquisition than competing
proposals. We train the networks on sound sequences that closely resemble the stimulus in the
cABR experiments and are sliced from two corpora — one on English (TIMIT; Garofolo et al.
1993) and one on Spanish (DIMEx; Pineda et al. 2004), simulating the monolingual English and
Spanish subjects in the cABR experiment.
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We then propose a new technique comparing brain imaging and deep neural networks. To test
internal representations in the artificial neural network that simulates the production of speech,
we force the Generator to output sequences of speech sounds that are as similar to the stimulus
used in the cABR experiment as possible. To test internal representations of networks that simu-
lates perception of speech, we feed the generated outputs that closely resemble the stimulus to the
Discriminator network. Using the visualization techniques proposed in Beguš and Zhou (2021b),
we can compare any acoustic property of speech in the generated output/input and the previous
internal convolutional layers in either the Generator (simulating speech production) and the Dis-
criminator network (simulating speech perception). The comparison is then performed between (i)
the generated outputs in deep neural networks, and the second-to-last convolutional layer in the
Generator, and the first convolutional layer in the Discriminator and (ii) the stimulus played to
subjects during the experiment and averaged cABR recording in the brain stem. We argue that
this technique yields interpretable results — we can take any acoustic property and compare its
encoding in the brain and in the artificial neural networks. To test how language experience al-
ters representations in the brain and in artificial neural networks, we perform the comparisons on
monolingual subjects of two languages in the neuroimaging experiment and deep learning models
trained on two languages.

The results of this technique presented in this paper suggest that peak latency differs in similar
ways in the brain stem and in deep convolutional neural networks depending on which languages
subjects/models are exposed to. To avoid idiosyncrasies in the models, we replicate the experiment.
Results are consistent across all 8 sets of generated outputs from 4 independently trained models.

1.3. Limitations of comparison between brains and deep neural networks

Comparing representations and computations in the human brain and deep learning models is
a complex task. The goal of this paper is not to argue that human speech processing operates
exactly as in deep convolutional networks (for problems with such an approach, see Guest and
Martin 2021). We do, however, show, that computations and encodings are similar. By focusing on
interpretable comparison (rather than on correlations) and by focusing on internal representations
rather than only on behavioral data (see discussion in Guest and Martin 2021), we argue that
similarities in both representations and computations exist between brains and deep convolutional
layers. These similarities open up possibilities for modeling work in order to gain insights both
for how humans acquire and process speech as well as for how deep learning models learn internal
representations.

For example, our models are closer to reality than most existing models because the learning
is fully unsupervised and the models are trained on raw speech which requires no preabstraction
or feature extraction (Beguš, 2020b, 2021b). The models, however, still feature several unrealistic
properties. First, humans do not learn language exclusively from audio data. Second, the models
contain no articulatory information, while we know that humans produce speech with articulators.
While these limitations are undesired because they make models less realistic, they can also be ad-
vantageous from a cognitive modeling perspective. A long-standing debate in linguistics and speech
science concerns whether typological tendencies in speech patterns across the world’s languages re-
sult from articulatory pressures and transmission of language in space and time, or result from
cognitive biases (Kiparsky, 2006, 2008; Blevins, 2013; Beguš, 2019, 2020a). Another major debate
in linguistics and cognitive science assesses which properties of language are domain-specific and
innate and which can be explained by domain-general cognitive principles (Culbertson and Kirby,
2016). Modeling speech processing in deep neural networks that contain no articulatory information
and no language-specific elements allow us to test what internal representations emerge in unsuper-
vised deep neural network trained on speech without articulators and without any language-specific
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elements. This can provide information on what design properties of language are possible with-
out articulators and without language-specific devices. In fact, using the techniques proposed in
this paper, we can now test these hypotheses not only behaviorally, but can also compare internal
representations in models without these properties and in the brain.

2. cABR Experiment

The complex auditory brainstem response (cABR) reflects the early sensory encoding of complex
sounds along the auditory pathway and can be measured with a 3-electrode set up using EEG (Skoe
and Kraus, 2010). The cABR generally contains an onset component, corresponding to transient
changes in acoustics (e.g., stop consonant) as well as a frequency-following-response component
(FFR), corresponding to periodic portions of the sound (e.g., tone, vowel). In recent decades,
there has been a growing literature on characteristics of cABR. Few studies that focused on speech
perception have demonstrated evidence in support for important speech perception phenomenon at
the cABR level. For example, native Mandarin speakers demonstrated FFR that tracks the pitch of
the lexical tones better than English speakers, demonstrating that the language experiential effect
can be observed at the encoding stage (Bidelman et al., 2011). Further, the directional asymmetry
phenomenon in speech perception was also observed in FFR to vowels Zhao et al. (2019). Lastly,
the cABR and behavioral perception of stop consonants are highly correlated, demonstrating the
cABR’s behavioral relevance in speech perception. In addition, both the behavior and cABR are
modulated by language background (Zhao and Kuhl, 2018).

The cABR data came from this previously published dataset from Zhao and Kuhl (2018).1 The
experiment measured the cABR when native English and Spanish subject listened to a synthesized
syllable, which was identified as /ba/ by English speakers and /pa/ by Spanish speakers. Data
from a total of 15 Spanish and 14 English monolingual speakers were included in the analysis.

2.1. The stimulus

The stimulus is a CV syllable with a vowel /a/. The bilabial stop consonant has a Voice-Onset-
Time (VOT) of +10ms and was synthesized by Klatt synthesizer in Praat software (Boersma &
Weenink, 2009). The syllable with 0ms VOT was first synthesized with a 2ms noise burst and vowel
/a/. The fundamental frequency of the vowel /a/ began at 95Hz and ended at 90Hz. The silent
gap (10ms) was then added after the initial noise burst to create syllables with the positive VOT.
The waveform and spectrogram of the stimulus are shown in Fig 1i. The duration of the syllable
is 100ms. Critically, monolingual English speakers identified the stimulus as /ba/ whereas native
Spanish speakers identified the stimulus as /pa/, as reported in a previous behavioral experiment
(Zhao and Kuhl, 2018). Individuals’ cABR were calculated by averaging across all available trials
after standard preprocessing and trial rejection. Averaged values are visualized in Figure 1g.
Further, the group-level cABR can be visualized by averaging over all subjects. The monolingual
English group and the native Spanish group are represented in Figure 1d.

2.2. cABR data acquisition

The details of the recording methods can be found in Zhao and Kuhl (2018). Specifically, the
cABR reported here is recorded using a traditional set-up of 3-EEG channels (i.e., CZ electrode on
a 10-20 system, ground electrode on the forehead and the reference electrode on the right earlobe;
Skoe and Kraus 2010). Two blocks of recordings (3,000 trials per block) were completed for each
participants where trials were alternating in polarities.

1Data can be accessed at https://osf.io/6fwxd/.

6

.CC-BY-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted January 4, 2022. ; https://doi.org/10.1101/2022.01.03.474864doi: bioRxiv preprint 

https://osf.io/6fwxd/
https://doi.org/10.1101/2022.01.03.474864
http://creativecommons.org/licenses/by-nd/4.0/


 

a b c

d

f

c

g

h

i
j

English Spanish

1
2

3
4

5
6

7
8

9
10

11
12

13
14

15

0.00 0.05 0.10 0.15 0.200.00 0.05 0.10 0.15 0.20

0.0
0.5

0.0
0.5

0.0
0.5

0.0
0.5

0.0
0.5

0.0
0.5

0.0
0.5

0.0
0.5

0.0
0.5

0.0
0.5

0.0
0.5

0.0
0.5

0.0
0.5

0.0
0.5

0.0
0.5

Time (s)

Am
p 

(μ
V)

EEG-cABR data for 
individual subjects

English
Spanish

0 250 500 750 1000

-0.2

-0.1

0.0

0.1

0.2

0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

Sample

Am
p 

(μ
V)

Averaged EEG-cABR data 
for English and Spanish e

-0.2

-0.1

0.0

0.1

0.2

0.3

200 400 600
Sample

Am
p 

(μ
V) Language

English
Spanish

Averaged EEG-cABR data for 
English and Spanish (zoomed)

-0.2

-0.1

0.0

0.1

0.2

0.3

200 225 250 275 300
Sample

Am
p 

( μ
V) Language

English
Spanish

Averaged  EEG-cABR data for 
Engl. and Spa. (zoomed to Peak 2)

-0.5

0.0

0.5

1.0

0 250 500 750
Sample

Am
p 

(μ
V)

/A
m

pl
itu

de

ID
Stimulus
EEG

Stimulus (+10ms) and 
superimposed English EEG-cABR data

-0.5

0.0

0.5

1.0

100 200 300 400
Sample

Am
p 

(μ
V)

/A
m

pl
itu

de

ID
Stimulus
EEG

Stimulus (+10ms) and superimposed 
English EEG-cABR data (zoomed)

-0.1

0.0

0.1

0.2

0.048 0.049 0.050 0.051 0.052
Time (s)

Am
p 

(μ
V) Language
English
Spanish

GAMM estimates of 
EEG-cABR data for peak 2

-0.1

0.0

0.1

0.049 0.050 0.051
Time (s)

Am
p 

(μ
V)

GAMM estimates of the difference 
in EEG-cABR data for peak 2

-0.5

0.0

0.5

1.0

0 1000 2000 3000 4000 5000
Sample

Am
pl

itu
de

Stimulus

0

1000

2000

3000

4000

0.000 0.025 0.050 0.075 0.100
Time (s)

Fr
eq

ue
nc

y 
(H

z)

Spectrogram of the stimulus

Figure 1: (i) Synthesized stimulus used in the cABR experiment with a spectrogram (0–4,000 Hz). This stimulus
is also used in the computational experiments when the Generator is forced to output data with the objective to
minimize the distance between generated data and the stimulus. The stimulus is played to subjects in the experiment.
(h) The figure illustrates the dipole location of the onset peaks recorded during the cABR experiment for one speaker
as localized in Zhao and Kuhl (2018) (magenta = peak 1, cyan = peak 2). The location suggests the recorded brain
activity is indeed localized in the brain stem. Figure in (g) shows cABR recordings averaged for each subject across
the 3,000 trials. (d) Individual subjects’ recordings are averaged for each language (with shades that indicate which
parts are zoomed in in the following figures). (a) Zoomed cABR data for English and Spanish showing that most
peaks (with the exception of peak 2) are almost perfectly aligned across the two languages. (b) Zoomed peak 2
showing peak latency differences between English and Spanish. Figure in (e) superficially parallels the stimulus with
the cABR data. The brain signal in the experiment is manually delayed relative to the stimulus; for illustration, we
manually aligned the two time-series by approximately aligning the burst of the stimulus and the first peak of the
cABR data. Shaded part indicates the area zoomed in (c). (f) Predicted values of a Generalized Additive Mixed
Model with Amplitude in µV across time and the two languages (English vs. Spanish). For more details about the
model, see Figure B.4 and Section 2.3. (j) Difference smooth between English and Spanish cABR data. The area in
which the difference smooth’s confidence interval do not cross zero indicates significant difference in the cABR signal
between the two languages.
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2.3. A new statistical analysis

Zhao and Kuhl (2018) show that peak latency timing differs significantly for peak 2 between
English and Spanish subjects using independent t-test. To analyze data in a more interpretable
fashion we fit the data averaged for each subject to Generalized Additive Mixed Models (GAMMs;
Wood 2011) with the Amplitude of EEG-cABR in µV as the dependent variable and Language
(treatment-coded with English as level) as parametric term, a smooth for time, by-language dif-
ference smooth for time, and by-speaker random smooths as well as correction for autocorrelation.
The estimates of the model are in Table B.4. Despite random smooths, the models feature high
degrees of autocorrelations. Significant difference does not arise for all windows of analysis likely
due to correlation, but for a given window (from 240th to 260th sample), the difference smooth
in Figure 1j suggest a significant difference in trajectory of the Amplitude between English and
Spanish monolinguals in Peak 2 (F = 2.70, p = 0.015).

2.4. Results & interpretation of the cABR experiment

In summary, results from the cABR experiment demonstrated a robust effect of language back-
ground on the peak 2 latency of the cABR onset response. Particularly, the latency of peak 2,
corresponding to the encoding of the onset of voicing, is significantly later in native Spanish speak-
ers compared to the monolingual English speakers. Critically, the peak 2 latency was directly
related to perception of the speech sound as shown in Zhao and Kuhl (2018). These suggest that
the effect of language experience is reflected at very early stages of auditory processing, namely the
auditory brainstem.

3. Computational Experiments

3.1. Model

We used the WaveGAN model (Donahue et al., 2019) for our computational experiments. Wave-
GAN is a 1D deep convolutional generative adversarial model that operates directly on the waveform
itself. The Generator G uses 1D transpose convolutions to upsample from the latent space z, while
the Discriminator D uses traditional 1D convolutions to predict the Wasserstein distance between
the training distribution and the generated outputs G(z) or real data x. The architecture is outlined
in Figure 2.

WaveGAN itself does not contain any visualization techniques. For analyzing and visualization
of intermediate convolutional layers, we use a technique proposed in Beguš and Zhou (2021b) (for
the Generator) and Beguš and Zhou (2021a) for the classifier network (which has almost identical
structure to the Discriminator). Beguš and Zhou (2021b,a) argue that averaging over feature maps
after ReLU activation yields a highly interpretable time series data for each convolutional layer
that summarize what acoustic properties are encoded at which layer.

For these experiments, we set z to be a 100-dimensional vector (following Donahue et al. 2019),
which the Generator projects into a 2D tensor that is passed through 5 transpose convolutional
layers, ending in an audio output of 16384 samples. The Discriminator similarly is composed of 5
(traditional) convolutional layers, with a hidden layer at the end that outputs the Wasserstein met-
ric. The Discriminator also makes use of a process called phase shuffle (Donahue et al., 2019), which
applies random perturbations to the phase of each layers’ activations to prevent the Discriminator
from accessing periodic artifacts characteristic of transpose convolutions.
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Figure 2: WaveGAN architecture Donahue et al. (2017) (based on Goodfellow et al. 2014; Radford et al. 2015) used
in training. The training data was taken from TIMIT and DIMEx as described in Section 3.2.

p t k b d g

TIMIT 1018 1799 2112 1789 2530 673
DIMEx100 3015 1808 5558 1477 8023 478

Table 1: Counts of sequences beginning with each stop for each corpus.

3.2. Data

Spanish training data was taken from the DIMEx100 corpus (Pineda et al., 2004). This dataset
consists of audio recordings of 5010 sentences in Mexican Spanish, recorded from 100 speakers
mostly from around Mexico City. The dataset is balanced in gender and represents primarily the
Mexico City variety of Spanish (Pineda et al., 2004). English training data was taken from the
TIMIT speech corpus (Garofolo et al., 1993). The TIMIT dataset contains recordings of 6300
sentences of American English, spread across 8 dialects and 630 speakers (Garofolo et al., 1993).

For the purposes of training, we slice the first syllable from words that begin with a voiced
or voiceless stop.2 Specifically, we slice sequences of the form #TV, where # represents a word
boundary, T represents a voiced or voiceless stop, and V represents a vowel. For both English and
Spanish, the voiceless stops consist of [p, t, k] and the voiced stops consist of [b, d, g]. The number
of sequences beginning with each stop in both datasets are shown in Table 1.

3.3. Training

We trained the DIMEx100 model for approximately 38,649 steps, after which model collapse
was observed. To match the two models in the number of steps, we train the TIMIT model for

2For slicing, we modified code written by Sameer Arshad for the study in Beguš (2020b).
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40,630 steps. To replicate the results and to control for idiosyncracies of individual models, we
trained one additional TIMIT and one additional DIMEx100 model (for 41,818 and 39,417 steps,
respectively).

3.4. Generating outputs that approximate the stimulus

In order to test the stimuli against the Generator network, we use latent vector recovery tech-
niques (Lipton and Tripathi, 2017; Keyes et al., 2020) to find the latent variables that result in
outputs closest to the stimuli. We then generate outputs using these latent variables and ana-
lyze each layer of the network given that latent space. This is a novel approach to paralleling
representations in deep neural decoder networks and brain imaging outputs: the model’s internal
representations are chosen such that the generated output maximally resembles the stimulus in
the brain experiment. Norman-Haignere and McDermott (2018) propose a somewhat similar pro-
cedure, where outputs of the brain experiments are paralleled with synthetic stimuli “designed to
yield the same responses as the natural stimulus” (Norman-Haignere and McDermott, 2018). In
our case, the directionality of forced input is reversed: we seek internal representations that result
in maximal matching between the actual stimulus and the model’s output.

We use gradient descent with stochastic clipping, as proposed in Lipton and Tripathi (2017), on
the mean absolute error of the spectrogram of the stimulus and the spectrogram of the generated
output as proposed in Keyes et al. (2020). We sample many random latent vectors uniformly for
consistency, and optimize using the ADAM optimizer with learning rate of 1e−2, first moment decay
of 0.9, and second moment decay of 0.99. We optimize for 10,000 steps, after which the majority
of outputs converge. We adapt the objective function from Keyes et al. (2020). The function is
listed below, where G is the generator network, S takes an audio signal to a spectrogram, and s is
the target stimulus:

min
z∗
||S(s)− S(G(z∗))||1 (1)

As the generator generates a fixed-length output, we must zero-pad the target stimulus before
performing loss computations. Interestingly, while all training samples were simply right-padded
to the desired dimension, we found that introducing varying amounts of left-padding had differing
results in the quality of the generation. The DIMEx100 model, in particular, is extremely sensitive
to the left pad, creating nonsense forced outputs with a left pad of 0 samples and creating much
closer outputs with a left pad of 1000 samples. The TIMIT model is much less sensitive to the
pad, and generates fairly close samples with a left pad of anything from 0 to 1000 samples. This
difference may be due to differences in the slice distribution of the two corpora, but for the sake of
consistency we used a left pad of 1000 samples for both models.

3.5. Procedure

The visualization technique in Beguš and Zhou (2021b,a) allows us to test acoustic represen-
tations of intermediate convolutional layers of both the Generator that mimics the production
principle in speech and the Discriminator that mimics the perception principle. Here, we compare
the outputs of the proposed technique to outputs of brain imaging experiments.

To analyze intermediate layers in deep convolutional layers and compare them to brain imaging
outputs, we force the Generator to output #TV and #DV syllables that most closely resemble the
stimulus used in the cABR experiment (Figure 1(i)), as described in Section 3.4.

The relationship in the brain between the stimulus played to the subjects in the cABR experi-
ment and the amplitude of the cABR recording is modeled in this paper as the relationship between

10

.CC-BY-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted January 4, 2022. ; https://doi.org/10.1101/2022.01.03.474864doi: bioRxiv preprint 

https://doi.org/10.1101/2022.01.03.474864
http://creativecommons.org/licenses/by-nd/4.0/


100

z

1024 1

16

reshape 512 1

64

conv1

256 1

256

conv2

128 1

1024

conv3

64 1

4096

conv4
1 1

16384

output

b c

d

e

f

g

h

i

a

1000 2000 3000 1000 2000 3000 1000 2000 3000 1000 2000 3000

0.0
0.2
0.4

0.0
0.2
0.4

0.0
0.2
0.4

0.0
0.2
0.4

0.0
0.2
0.4

0.0
0.2
0.4

0.0
0.2
0.4

0.0
0.2
0.4

0.0
0.2
0.4

0.0
0.2
0.4

0.0
0.2
0.4

0.0
0.2
0.4

0.0
0.2
0.4

0.0
0.2
0.4

0.0
0.2
0.4

0.0
0.2
0.4

Sample

Va
lu

e 
af

te
r R

eL
U

Individual feature maps (English)

-0.4

0.0

0.4

1200 1500 1800 2100
Sample

Am
pl

itu
de

/V
al

ue
 a

fte
r R

eL
U

Layer
upconv4*8
out

Spanish generated output 
with its 4th conv. layer (Generator)

-0.4

0.0

0.4

1600 1800 2000
Sample

Am
pl

itu
de

/V
al

ue
 a

fte
r R

eL
U

Layer
upconv4*8
out

Spanish generated output with 
its 4th conv. layer (zooomed)

-0.5

0.0

0.5

1.0

1000 1500 2000 2500
Sample

Am
pl

itu
de

/V
al

ue
 a

fte
r R

eL
U

Layer
upconv4*10
out

English generated output with its 
4th conv. layer (Generator)

-0.5

0.0

0.5

1.0

1400 1600 1800 2000 2200
Sample

Am
pl

itu
de

/V
al

ue
 a

fte
r R

eL
U

Layer
upconv4*10
out

English generated output with its 
4th conv. layer (zoomed)

-0.006

-0.003

0.000

0.003

0.006

0 5 10 15
nth period

D
iff

er
en

ce
 in

 s

Language
English
Spanish

Peak latency timing (Generator) between 
generated output and 4th conv. layer

Generator

-0.002

0.000

0.002

0 1 2 3 4 5 6 7 8 9 10 11 12
nth period

D
iff

er
en

ce
 in

 s

Language
English
Spanish

Regression est. of the 
difference output - conv4

English1 English2 Spanish1 Spanish2

0 5 10 15 0 5 10 15 0 5 10 15 0 5 10 15

-0.006

-0.003

0.000

0.003

0.006

nth period

D
iff

er
en

ce
 in

 s

Language
English
Spanish

Peak latency timing (Generator) 
across replications

Figure 3: (e) The structure of the Generator network with five convolutional layers (Donahue et al., 2019). The fourth
convolutional layer (Conv4; second to last) is color-coded with purple. (g) All 64 individual feature maps for a single
output forced to closely resemble the stimulus from the fourth convolutional layer (Conv4) after ReLU (upsampled).
(d) One Spanish output (in green) forced to resemble the stimulus with the corresponding values from the fourth
convolutional layer (Conv4) averaged over all feature maps. The plot illustrates peak latency between output and
Conv4 for the burst and each vocalic period. (a) A zoomed version of (e) focusing on four vocalic periods. (b) One
English output (in green) forced to resemble the stimulus with the corresponding values from the fourth convolutional
layer (Conv4) averaged over all feature maps. The plot illustrates peak latency between output and Conv4 for the
burst and each vocalic period. (c) A zoomed version of (b) focusing on four vocalic periods. (f) Raw peak latency
timing (output peak time - Conv4 peak time) for burst (=0) and each nth vocalic period across the two conditions
(English vs. Spanish). Periods above the 12th period are rare and are discarded from the statistical analysis due to a
small number of attestations. The data is pooled across the two replications. (i) Linear regression estimates for the
peak latency timing between the two conditions (English vs. Spanish). Periods above the 12th period are discarded
from the analysis due to a small number of attestations. The data is pooled across the two replications. (h) Raw
peak latency timing across the replications (first and second replication) and two conditions (English and Spanish).
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Figure 4: (e) The structure of the Discriminator network with five convolutional layers (Donahue et al., 2019). The
first convolutional layer (Conv1; second to last) is color-coded with purple. (g) All 64 individual feature maps for a
single input (the Generator’s forced output) from the first convolutional layer (Conv1) after Leaky ReLU. (d) One
Spanish input (in blue) from the Generator’s forced output with the corresponding values from the first convolutional
layer (Conv1) averaged over all feature maps. The plot illustrates peak latency between input and Conv1 for the burst
and each vocalic period. (a) A zoomed version of (e) focusing on four vocalic periods. (b) One English input (in blue)
from the Generator’s forced output with the corresponding values from the first convolutional layer (Conv1) averaged
over all feature maps. The plot illustrates peak latency between input and Conv1 for the burst and each vocalic
period. (c) A zoomed version of (b) focusing on five vocalic periods. (f) Raw peak latency timing (input peak time -
Conv1 peak time) for burst (=0) and each nth vocalic period across the two conditions (English vs. Spanish). Periods
above the 12th period are rare and are discarded from the statistical analysis due to a small number of attestations.
The data is pooled across the two replications. (i) Linear regression estimates for the peak latency timing between
the two conditions (English vs. Spanish). Periods above the 12th period are discarded from the analysis due to a
small number of attestations. The data is pooled across the two replications. (h) Raw peak latency timing across
the replications (first and second replication) and two conditions (English and Spanish).
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the generated output forced to resemble the stimulus and the fourth (second to last) convolutional
layer in the Generator network.

As already mentioned, the Generator mimics the production aspect of speech. The cABR
experiment, however tests encoding of a phonological contrast in the perception task. For this
reason, we also test the relationship between the input to the Discriminator and its corresponding
first convolutional layer as the Discriminator mimics the perception aspect of speech. The input to
the Discriminator are the Generator’s outputs forced to resemble the stimulus (according to Section
3.4).

The fourth and first convolutional layers, respectively, are analyzed according to Beguš and
Zhou (2021b,a) by averaging over all feature maps after ReLU or Leaky ReLU activations.3 This
results in a time series t for each Convolutional layer as in (2) from Beguš and Zhou (2021a).

t =
1

‖C‖

‖C‖∑
i=1

Ci (2)

The cABR experiment suggest that peak 2 latency differs significantly between English and
Spanish speakers. To test the same acoustic property in deep convolutional layer, we measure peak
latency timing between amplitude peaks in output/input and amplitude peaks in the second to
last or first convolutional layer (Conv4 or Conv1) in the Generator and Discriminator networks,
respectively.

To extract peak timing in each layer, we first generate 20 Generator outputs that are forced
to resemble the stimulus (according to Section 3.4) per each model. In three outputs of the first
and the second TIMIT replication the output was so unclear that the periodic structure could not
be identified, which is why they were removed from the analysis. A total of 74 forced outputs
were thus created (2 replications of TIMIT and DIMEx trained models each). For each generated
output, we obtain the corresponding representations in the fourth convolutional layer (Conv4) as
described in 3.4 by averaging over all feature maps. This yields a time-series data. The generated
outputs and time series from the fourth convolutional layers (upsampled) are then annotated for
vocalic peaks in Praat (Boersma and Weenink, 2015) and peak timing was extracted with parabolic
interpolation.

Peak latency (∆tn) was calculated as a difference in timing between the peak of the output
(tnout) and the peak of the fourth convolutional layer (tnconv4) in the Generator.

∆tn = tnout − tnconv4 (3)

The burst is annotated as the 0th period and every consecutive period as nth period. The burst
is not saliently present in all outputs. A total of 51 bursts (=0th period) were included in the
analysis.

To test peak latency in the Discriminator network, we feed the Discriminator the same 74
generated outputs from the Generator forced to resemble the stimulus. The same annotations
as for output-Conv4 analysis in the Generator were used to extract peak timing from the forced

3Harwath and Glass (2019) propose a visualization technique for the DAVEnet model (Harwath et al., 2020) that
involves summation — they operate with L2 norm values of individual filter activations, but they do not operate
with the production (decoder) aspect of the networks and operate with spectrograms instead of waveforms. Their
visualizations do not offer sufficiently high temporal resolution for comparison with the cABR signal (e.g. for vocalic
periods). Their proposal additionally requires a PCA analysis for a comparison of intermediate convolutional layers
with linguistically meaningful units. Their model does, however, show, that peak timing in intermediate convolutional
layers correspond to segment boundaries (not vocalic peaks) in TIMIT.
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generated outputs and the first convolutional layer (Conv1) in the Discriminator network (according
to (3)).

4. Results

Visualizations of raw peak latency timing in Figures 3(f,h) and 4(f,h) data suggest that there is
a consistent timing difference between the TIMIT-trained models (English) and the DIMEx-trained
models (Spanish). The peak latency (∆tn) is more positive in the Spanish-trained models and more
negative in the English-trained models. This observation is consistent in all eight models: in both
the Generator and the Discriminator as well as across replications.

4.1. The Generator

To test the significance of the peak latency differences in the Generator, we fit the data to a linear
regression model with the peak latency timing as the dependent variable and three predictors:
language, nth period, and replication with all two-way and three-way interactions.

The language predictor has two levels (English and Spanish) and is treatment-coded with
English as the reference level. The nth period predictor has 13 levels (for each period and the
burst) and is treatment-coded with 1st period as the reference level. Periods above the 12th
period are discarded from the analysis due to a small number of attestations (see Figures 3 and 4).
replication is sum-coded with two levels (first and second).

Estimates of the model are given in Table C.5 and Figure 1i. Pairwise comparisons in Table 2
reveal that peak timing does not differ significantly for the burst (0th period) and the first period,
but the difference becomes significant for 2nd, 3rd, 4th, and 6th periods (see all estimates in Table
2). If we adjust pairwise comparisons with False Discovery Rate (FDR) adjustment, only differences
for the 3rd, 4th, and 6th period are significant. Peak latency differences again become insignificant
for the 5th period and periods 7-11. Peak latency differences are significant in individual replications
too (See Section Appendix D).

Contrast nth period Estimate SE df t.ratio p.value

English - Spanish 0 (=burst) 0.0000 0.0004 514 0.02 0.981
English - Spanish 1 -0.0006 0.0003 514 -1.91 0.056
English - Spanish 2 -0.0007 0.0003 514 -2.06 0.040
English - Spanish 3 -0.0008 0.0003 514 -2.54 0.011
English - Spanish 4 -0.0010 0.0003 514 -2.83 0.005
English - Spanish 5 -0.0006 0.0004 514 -1.63 0.104
English - Spanish 6 -0.0017 0.0004 514 -4.13 0.000
English - Spanish 7 -0.0005 0.0005 514 -1.09 0.278
English - Spanish 8 -0.0005 0.0008 514 -0.70 0.485
English - Spanish 9 -0.0011 0.0011 514 -1.00 0.318
English - Spanish 10 -0.0021 0.0013 514 -1.63 0.104
English - Spanish 11 -0.0012 0.0014 514 -0.89 0.375

Table 2: Pairwise contrasts in peak timing difference between English and Spanish (pooled across replications) in
the Generator network (with emmeans package by Lenth 2018). The burst is marked by the 0th period. The 12th
period is not estimated due to lack of data.

14

.CC-BY-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted January 4, 2022. ; https://doi.org/10.1101/2022.01.03.474864doi: bioRxiv preprint 

https://doi.org/10.1101/2022.01.03.474864
http://creativecommons.org/licenses/by-nd/4.0/


4.2. The Discriminator

To test the significance of peak latency in the Discriminator network, we perform the same
statistical procedure as described in Section 4.1. The peak latency (∆tn) for the nth period in the
Discriminator is calculated as the difference between the peak timing of the input and peak timing of
the first convolutional layer (Conv1). The model in Figure 4(i) and Table C.6 includes language,
nth period, and replication (coded as in Section 4.1) and all interactions as predictors and the
peak latency timing as the dependent variable. The pairwise comparisons in Table 3 show an even
bigger difference in peak latency timing between the English- and Spanish-trained Discriminator.
Peak latency for the burst (=0th period) does not differ significantly across the two languages. For
periods 1–7 (except for 3), the difference is significant (also wit FDR correction); for later periods
(and for 3), the difference ceases to be significant again. Peak latency differences are significant in
individual replications too (See Section Appendix D).

Contrast nth period Estimate SE df t.ratio p.value

English - Spanish 0 -0.0001 0.0003 514 -0.33 0.745
English - Spanish 1 -0.0007 0.0003 514 -2.64 0.008
English - Spanish 2 -0.0016 0.0003 514 -5.64 0.000
English - Spanish 3 -0.0004 0.0003 514 -1.33 0.183
English - Spanish 4 -0.0019 0.0003 514 -6.77 0.000
English - Spanish 5 -0.0018 0.0003 514 -6.10 0.000
English - Spanish 6 -0.0020 0.0003 514 -5.93 0.000
English - Spanish 7 -0.0012 0.0004 514 -2.87 0.004
English - Spanish 8 -0.0007 0.0006 514 -1.18 0.239
English - Spanish 9 -0.0010 0.0009 514 -1.14 0.253
English - Spanish 10 -0.0018 0.0011 514 -1.66 0.097
English - Spanish 11 -0.0013 0.0011 514 -1.13 0.259

Table 3: Pairwise contrasts in peak timing difference between English and Spanish (pooled across replications) in the
Discriminator network (with emmeans package by Lenth 2018). The burst is marked by the 0th period. The 12th
period is not estimated due to lack of data.

5. Discussion

The results of the computational experiments suggest that peak latency between the forced
stimulus and intermediate activations in English-trained and Spanish-trained deep networks differ
in similar ways with the peak latency between the stimulus and cABR signal of English and Spanish
speakers. We present an interpretable technique that parallels the two modalities. These results
raise a question of what properties of deep convolutional networks and the cABR signal cause such
parallels.

The main mechanism behind the technique for analyzing acoustic properties in intermediate
convolutional layers is a simple averaging of activations of individual feature maps (in equation 2).
The second to last convolutional layer (Conv4 in the Generator and Conv1 in the Discriminator)
have 64 filters which result in 64 feature maps for each input/output. Individual feature maps
offer limited interpretability, but a simple averaged sum over all feature maps after ReLU or Leaky
ReLU activation offers highly interpretable time series data (Beguš and Zhou, 2021b,a).

Similar to this proposed computational technique, cABR data represents a summation of neural
activity in the brain stem (and potentially also from other non-subcortical sources) (Laumen et al.,
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2016; Coffey et al., 2019). The basic principle for obtaining the signal between the brainstem and
intermediate convolutional layers (as proposed by Beguš and Zhou 2021b) is thus similar.

An analysis of what acoustic information is encoded in the cABR signal and in Conv4/Conv1
also reveals several similarities between the two modalities which provides ground for higher level
comparisons conducted in this paper. cABR signals represent several acoustic properties (Kraus and
Nicol, 2005; Abrams and Kraus, 2015; BinKhamis et al., 2019): periodicity and the fundamental
frequency (F0), lower frequency formants (e.g. F1, perhaps also F2; Krishnan 2002), “acoustic
onsets” such as burst, and “frequency transitions” (Abrams and Kraus, 2015). Similarly, it has
been shown that the same acoustic properties are encoded in the second to last convolutional layer:
periodicity and F0 together with F0 transitions, low frequency formant structure (F1 and to lesser
degree F2), burst, and timing of individual segments (Beguš and Zhou, 2021b,a). Figures 1a,b,c,d;
3a,b,c,d; and 4a,b,c,d,e illustrate how the signal from Conv1/4 and cABR encode the same acoustic
properties. Higher-level convolutional layers do not encode all these acoustic properties (Beguš and
Zhou, 2021b,a). In sum, both the earlier intermediate layers and cABR signal feature encoding of
the same acoustic properties (F0, burst, timing, and low frequency formant structure).

Based on these similarities, it is reasonable to assume that both signals represent at least
superficially similar computations. Input signal in deep convolutional networks get transformed
into spikes in individual feature maps by learned filters. Summing and averaging over these spikes
indicates the areas in the layers with most activity and provides an interpretable representation
of the input/output. Similarly, the cABR signal summarizes neural activity as a response to the
input stimulus.

Peak latency has long been a focus of cABR studies (Kraus and Nicol, 2005; Zhao and Kuhl,
2018; BinKhamis et al., 2019). Zhao and Kuhl (2018) argue that peak 2 latency differs significantly
based on language experience, where the two different languages (Spanish and English) have sub-
stantially different encoding of a phonetic property which is related to the perception of the sound:
voiceless (e.g. [ta]) vs. voiced (e.g. [da]) sounds. This suggests that phonetic features that represent
a phonological contrast in language can be encoded early in the auditory pathway—already in the
brainstem. Peak latency is an interpretable feature and easy to analyze in deep convolutional net-
works with the proposed technique that uses summation to identify peak activity in intermediate
convolutional layers relative to the input/output. For these reasons, we focus our comparison on
peak latency between second to final convolutional layer relative to the input/output and cABR sig-
nal in the brain stem relative to the stimulus. Comparison of encoding of other acoustic properties
that is made possible by the proposed techniques are left for future work.

The results of the computational experiment suggest that peak amplitude timing of the second
to last convolutional layer relative to the speech input/output do not differ significantly for the
burst, but do differ significantly for consecutive periods based on what language the models are
trained on: English (with long VOT encoding of voicing in stops) and Spanish (without long VOT
encoding of voicing stops). The difference is significant both in the Generator (the production
principle) as well as in the Discriminator (the perception principle). The peak latency also operates
in the same direction across the two replications (in eight models total), which suggests this is not
just an idiosyncratic property of individual models. While in the cABR experiment, peak 2 in
English speakers precedes peak 2 in Spanish speakers, the timing relationship is the opposite in
the computational experiment: the difference in peak amplitude between individual periods in
second to last convolutional layer and peak amplitude in the input/output is more positive in the
Spanish-trained models.

While the directionality of the difference is the opposite from the brain experiment, the results
suggest that a highly interpretable acoustic property — peak latency — that indicates peak activity
in the brain stem and in the intermediate convolutional layer relative to the stimulus/input/output
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based on a common operation, summation/averaging of the signal, is encoded in both in the earlier
intermediate convolutional layers and the cABR signal. A more conservative conclusion based
on the results is that encoding of speech signal, and more specifically, of peak timing, can differ
according to the language exposure (English vs. Spanish) in similar and interpretable ways between
the intermediate convolutional layers and the brain stem. Under a less conservative reading of the
results, the difference in VOT duration has a similar effect on peak latency in the brain stem and in
deep convolutional networks, because peak latency for burst is not significant neither in the brain
nor in the intermediate convolutional layers, while subsequent periods show a significant difference
in timing in both modalities.

6. Conclusion and future directions

This paper presents a technique for comparing cABR recordings in the brainstem with inter-
mediate convolutional layers in deep neural networks. Both signals are based on summing and
averaging of neural activity: either of electrical activity and in the brain stem or of values in in-
dividual feature maps in convolutional layers. We show that averaging over feature maps parallels
cABR recording in the brain because it summarizes areas in the convolutional layers with highest
activity relative to the input/output. cABRs and second to last convolutional layers encode similar
acoustic properties. Encoding of phonetic information is tested with cABR experiments on sub-
jects that speak two different languages and with deep neural networks trained on these languages.
The results reveal that encoding of phonetic features that result in phonological contrasts differ
in similar ways in the brain stem and in intermediate convolutional layers between the two tested
languages.

These results provide grounds for comparison of several other acoustic properties using the
proposed framework. Both intermediate convolutional layers and cABR signal represent several
acoustic properties. World’s languages use various acoustic features to encode linguistically mean-
ingful phonological contrasts. Testing these learned representations across different acoustic prop-
erties and languages should yield further information on similarities and differences in artificial and
biological neural computation on speech data.

Appendix A. Data analysis

All spectrograms are created in Praat Boersma and Weenink (2015) and imported into ggplot2
via a script by Matthew Winn. Peak timing was extracted with a modified script from https:

//stackoverflow.com/questions/48138899. .

Appendix B. GAMMs

Appendix C. Linear models

Appendix D. Individual replications (for Section 4)

Appendix D.1. Generator

In the Generator network, peak latency differs significantly in periods 1, 3, 4, 6 in the first
replication and in periods 6 and 10 in the second replication (unadjusted). If adjusted with FDR,
period 1 and 6 are significant in the first replication, and period 6 in the second replication.
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A. parametric coefficients Estimate Std. Error t-value p-value

(Intercept) = English 0.1164 0.0189 6.1428 < 0.0001
Language = Spanish -0.0247 0.0263 -0.9388 0.3486

B. smooth terms edf Ref.df F-value p-value

s(Time) 6.1901 6.4494 9.2226 < 0.0001
s(Time):Language = Spanish 5.7023 5.9856 2.6980 0.0147
s(Time, Subject) 243.4468 259.0000 205.5821 < 0.0001

Table B.4: Estimates of a generalized additive mixed model (fitted with the bam() function in the mgcv package
by Wood 2011). Amplitude in µV from the EEG-cABR data is the dependent variable. The independent variables
include Language as a parametric predictor (with two levels, English and Spanish with English treatment-coded as
the reference level), smooth for Time, by-Language difference smooth for time, and by-subject random smooths. The
model includes correction for autocorrelation.

Appendix D.2. Discriminator

In the Discriminator, periods 1-7 are significant in the first replication and periods 2 and 6 in
the second replication (unadjusted). If adjusted with FDR, periods 1-7 are significant in the first
replication and period 2 in the second replication.
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Estimate Std. Error t value Pr(>|t|)
(Intercept)=Period1, LanguageEnglish -0.0010 0.0002 -4.03 0.0001

LanguageSpanish 0.0006 0.0003 1.91 0.0561
Period0 0.0009 0.0004 2.47 0.0137
Period2 0.0003 0.0003 0.89 0.3729
Period3 0.0006 0.0003 1.77 0.0778
Period4 0.0009 0.0003 2.73 0.0065
Period5 0.0010 0.0003 2.76 0.0060
Period6 0.0004 0.0004 1.10 0.2731
Period7 0.0012 0.0004 2.99 0.0030
Period8 0.0007 0.0006 1.17 0.2444
Period9 0.0007 0.0008 0.79 0.4314

Period10 0.0005 0.0008 0.56 0.5787
Period11 0.0011 0.0009 1.16 0.2464
Period12 0.0013 0.0009 1.38 0.1667

Replication11 -0.0008 0.0002 -3.31 0.0010
LanguageSpanish:Period0 -0.0006 0.0005 -1.22 0.2212
LanguageSpanish:Period2 0.0000 0.0005 0.10 0.9188
LanguageSpanish:Period3 0.0002 0.0005 0.43 0.6647
LanguageSpanish:Period4 0.0003 0.0005 0.67 0.5047
LanguageSpanish:Period5 -0.0001 0.0005 -0.13 0.8942
LanguageSpanish:Period6 0.0010 0.0005 1.95 0.0514
LanguageSpanish:Period7 -0.0001 0.0006 -0.18 0.8574
LanguageSpanish:Period8 -0.0001 0.0008 -0.14 0.8897
LanguageSpanish:Period9 0.0004 0.0011 0.38 0.7075

LanguageSpanish:Period10 0.0015 0.0014 1.11 0.2682
LanguageSpanish:Period11 0.0006 0.0014 0.41 0.6831
LanguageSpanish:Period12 0.0002 0.0021 0.11 0.9123

LanguageSpanish:Replication11 0.0009 0.0003 2.82 0.0050
Period0:Replication11 0.0005 0.0004 1.37 0.1704
Period2:Replication11 0.0008 0.0003 2.27 0.0233
Period3:Replication11 0.0006 0.0003 1.86 0.0631
Period4:Replication11 0.0007 0.0003 2.02 0.0439
Period5:Replication11 0.0008 0.0003 2.30 0.0218
Period6:Replication11 0.0007 0.0004 1.98 0.0478
Period7:Replication11 0.0006 0.0004 1.37 0.1725
Period8:Replication11 0.0009 0.0006 1.43 0.1531
Period9:Replication11 0.0010 0.0008 1.14 0.2548

Period10:Replication11 0.0013 0.0008 1.58 0.1142
Period11:Replication11 0.0007 0.0009 0.78 0.4347
Period12:Replication11 0.0009 0.0009 1.01 0.3125

LanguageSpanish:Period0:Replication11 -0.0005 0.0005 -0.87 0.3839
LanguageSpanish:Period2:Replication11 -0.0007 0.0005 -1.54 0.1231
LanguageSpanish:Period3:Replication11 -0.0007 0.0005 -1.57 0.1174
LanguageSpanish:Period4:Replication11 -0.0008 0.0005 -1.72 0.0866
LanguageSpanish:Period5:Replication11 -0.0013 0.0005 -2.59 0.0099
LanguageSpanish:Period6:Replication11 -0.0010 0.0005 -1.91 0.0565
LanguageSpanish:Period7:Replication11 -0.0003 0.0006 -0.56 0.5788
LanguageSpanish:Period8:Replication11 -0.0006 0.0008 -0.77 0.4414
LanguageSpanish:Period9:Replication11 -0.0016 0.0011 -1.48 0.1395

LanguageSpanish:Period10:Replication11 -0.0028 0.0014 -2.09 0.0371
LanguageSpanish:Period11:Replication11 -0.0005 0.0014 -0.34 0.7316

Table C.5: Estimates of the linear model described in Section 4.1 with three predictors (language, nth period,
and replication with all two-way and three-way interactions) for the Generator network.
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Estimate Std. Error t value Pr(>|t|)
(Intercept)=Period1, LanguageEnglish -0.0001 0.0002 -0.60 0.5485

LanguageSpanish 0.0007 0.0003 2.64 0.0084
Period0 0.0004 0.0003 1.25 0.2133
Period2 -0.0005 0.0003 -1.63 0.1027
Period3 -0.0001 0.0003 -0.36 0.7221
Period4 -0.0001 0.0003 -0.23 0.8166
Period5 0.0000 0.0003 0.12 0.9066
Period6 -0.0003 0.0003 -1.00 0.3201
Period7 -0.0002 0.0003 -0.53 0.5963
Period8 -0.0001 0.0005 -0.14 0.8912
Period9 -0.0000 0.0007 -0.06 0.9492

Period10 -0.0000 0.0007 -0.07 0.9476
Period11 0.0000 0.0008 0.05 0.9570
Period12 -0.0002 0.0008 -0.26 0.7937

Replication11 -0.0003 0.0002 -1.50 0.1334
LanguageSpanish:Period0 -0.0006 0.0004 -1.41 0.1583
LanguageSpanish:Period2 0.0008 0.0004 2.12 0.0348
LanguageSpanish:Period3 -0.0004 0.0004 -0.93 0.3503
LanguageSpanish:Period4 0.0012 0.0004 2.96 0.0032
LanguageSpanish:Period5 0.0011 0.0004 2.61 0.0093
LanguageSpanish:Period6 0.0013 0.0004 2.88 0.0042
LanguageSpanish:Period7 0.0004 0.0005 0.89 0.3757
LanguageSpanish:Period8 0.0000 0.0007 0.00 0.9963
LanguageSpanish:Period9 0.0003 0.0009 0.29 0.7703

LanguageSpanish:Period10 0.0011 0.0011 0.96 0.3368
LanguageSpanish:Period11 0.0006 0.0012 0.47 0.6382
LanguageSpanish:Period12 0.0016 0.0018 0.93 0.3513

LanguageSpanish:Replication11 0.0004 0.0003 1.29 0.1973
Period0:Replication11 0.0002 0.0003 0.54 0.5907
Period2:Replication11 0.0002 0.0003 0.57 0.5688
Period3:Replication11 0.0001 0.0003 0.18 0.8558
Period4:Replication11 -0.0000 0.0003 -0.01 0.9882
Period5:Replication11 -0.0000 0.0003 -0.05 0.9619
Period6:Replication11 0.0002 0.0003 0.55 0.5799
Period7:Replication11 -0.0001 0.0003 -0.15 0.8773
Period8:Replication11 0.0001 0.0005 0.19 0.8491
Period9:Replication11 0.0001 0.0007 0.07 0.9419

Period10:Replication11 0.0000 0.0007 0.03 0.9738
Period11:Replication11 -0.0001 0.0008 -0.09 0.9269
Period12:Replication11 0.0001 0.0008 0.18 0.8539

LanguageSpanish:Period0:Replication11 -0.0001 0.0004 -0.18 0.8596
LanguageSpanish:Period2:Replication11 0.0001 0.0004 0.16 0.8735
LanguageSpanish:Period3:Replication11 0.0004 0.0004 1.14 0.2558
LanguageSpanish:Period4:Replication11 0.0010 0.0004 2.45 0.0146
LanguageSpanish:Period5:Replication11 0.0009 0.0004 2.12 0.0343
LanguageSpanish:Period6:Replication11 0.0006 0.0004 1.41 0.1597
LanguageSpanish:Period7:Replication11 0.0008 0.0005 1.56 0.1183
LanguageSpanish:Period8:Replication11 0.0003 0.0007 0.45 0.6551
LanguageSpanish:Period9:Replication11 -0.0008 0.0009 -0.85 0.3963

LanguageSpanish:Period10:Replication11 -0.0009 0.0011 -0.83 0.4056
LanguageSpanish:Period11:Replication11 0.0008 0.0012 0.68 0.4941

Table C.6: Estimates of the linear model described in Section 4.2 with three predictors (language, nth period,
and replication with all two-way and three-way interactions) for the Discriminator network.
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Period Replication contrast estimate SE df t.ratio p.value

0 1 English - Spanish -0.0005 0.0006 514 -0.797 0.6516
1 1 English - Spanish -0.0016 0.0005 514 -3.419 0.0177
2 1 English - Spanish -0.0009 0.0005 514 -1.945 0.1944
3 1 English - Spanish -0.0010 0.0005 514 -2.263 0.1043
4 1 English - Spanish -0.0011 0.0005 514 -2.339 0.1025
5 1 English - Spanish -0.0003 0.0005 514 -0.550 0.7569
6 1 English - Spanish -0.0016 0.0005 514 -3.049 0.0314
7 1 English - Spanish -0.0011 0.0006 514 -1.832 0.2197
8 1 English - Spanish -0.0008 0.0012 514 -0.710 0.6907
9 1 English - Spanish -0.0004 0.0017 514 -0.212 0.9407
10 1 English - Spanish -0.0002 0.0021 514 -0.119 0.9543
11 1 English - Spanish -0.0017 0.0021 514 -0.809 0.6516
12 1 English - Spanish -0.0018 0.0021 514 -0.877 0.6516

0 2 English - Spanish 0.0005 0.0006 514 0.850 0.6516
1 2 English - Spanish 0.0003 0.0005 514 0.625 0.7285
2 2 English - Spanish -0.0005 0.0005 514 -0.988 0.6474
3 2 English - Spanish -0.0006 0.0005 514 -1.345 0.3881
4 2 English - Spanish -0.0008 0.0005 514 -1.684 0.2413
5 2 English - Spanish -0.0009 0.0005 514 -1.691 0.2413
6 2 English - Spanish -0.0017 0.0006 514 -2.819 0.0434
7 2 English - Spanish 0.0001 0.0008 514 0.104 0.9543
8 2 English - Spanish -0.0002 0.0009 514 -0.232 0.9407
9 2 English - Spanish -0.0017 0.0013 514 -1.384 0.3881
10 2 English - Spanish -0.0040 0.0016 514 -2.476 0.0885
11 2 English - Spanish -0.0008 0.0018 514 -0.423 0.8328
12 2 English - Spanish NA

P-value adjustment: FDR method for 26 tests

Table D.7: Pairwise contrasts in peak timing difference between English and Spanish across replications in the
Generator network with FDR adjustment (with emmeans package by Lenth 2018). The burst is marked by the 0th
period. The 12th period is not estimated due to lack of data.
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Period Replication contrast estimate SE df t.ratio p.value

0 1 English - Spanish -0.0004 0.0005 514 -0.801 0.5798
1 1 English - Spanish -0.0011 0.0004 514 -2.843 0.0151
2 1 English - Spanish -0.0020 0.0004 514 -5.168 <.0001
3 1 English - Spanish -0.0012 0.0004 514 -3.050 0.0104
4 1 English - Spanish -0.0032 0.0004 514 -8.410 <.0001
5 1 English - Spanish -0.0030 0.0004 514 -7.716 <.0001
6 1 English - Spanish -0.0030 0.0004 514 -6.769 <.0001
7 1 English - Spanish -0.0023 0.0005 514 -4.433 0.0001
8 1 English - Spanish -0.0014 0.0010 514 -1.438 0.2990
9 1 English - Spanish -0.0006 0.0014 514 -0.414 0.8411
10 1 English - Spanish -0.0012 0.0017 514 -0.721 0.6130
11 1 English - Spanish -0.0024 0.0017 514 -1.422 0.2990
12 1 English - Spanish -0.0027 0.0017 514 -1.592 0.2649

0 2 English - Spanish 0.0002 0.0005 514 0.354 0.8554
1 2 English - Spanish -0.0004 0.0004 514 -0.937 0.5044
2 2 English - Spanish -0.0011 0.0004 514 -2.854 0.0151
3 2 English - Spanish 0.0004 0.0004 514 1.099 0.4163
4 2 English - Spanish -0.0006 0.0004 514 -1.404 0.2990
5 2 English - Spanish -0.0006 0.0004 514 -1.306 0.3122
6 2 English - Spanish -0.0010 0.0005 514 -2.001 0.1327
7 2 English - Spanish -0.0000 0.0006 514 -0.065 0.9859
8 2 English - Spanish -0.0001 0.0008 514 -0.093 0.9859
9 2 English - Spanish -0.0014 0.0011 514 -1.354 0.3054
10 2 English - Spanish -0.0024 0.0014 514 -1.768 0.2017
11 2 English - Spanish -0.0001 0.0015 514 -0.084 0.9859
12 2 English - Spanish NA

P-value adjustment: FDR method for 26 tests

Table D.8: Pairwise contrasts in peak timing difference between English and Spanish across replications in the
Discriminator network with FDR adjustment (with emmeans package by Lenth 2018). The burst is marked by the
0th period. The 12th period is not estimated due to lack of data.
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