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One of the most widely studied observations in linguistic phonetics is that, all else being equal,
vowels are longer before voiced than before voiceless obstruents. The causes of this phonetic gener-
alization are, however, poorly understood and several competing explanations have been proposed.
No studies have so far measured vowel duration before stops with yet another laryngeal feature:
ejectives. This study fills this gap and presents results from an experiment that measures vowel
duration before stops with all three laryngeal features in Georgian and models effects of both clo-
sure and voice onset time (VOT) on preceding vowel duration at the same time. The results show
that vowels have significantly different durations before all three series of stops, voiced, ejective,
and voiceless aspirated, even when closure and VOT durations are controlled for. The results also
suggest that closure and VOT durations are inversely correlated with preceding vowel duration.
These results combined bear several implications for the discussion of causes of vowel duration dif-
ferences: the data support the hypotheses that claim that laryngeal gestures, temporal compensation,
and closure velocity affect vowel duration. Some explanations, especially perceptual and airflow
expenditure explanations, are considerably weakened by the results.
VC 2017 Acoustical Society of America. https://doi.org/10.1121/1.5007728
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I. INTRODUCTION

That vowels are phonetically longer before voiced
obstruents than before their voiceless counterparts, espe-
cially in coda position, is a well-established phonetic gener-
alization. The lengthening effect that voiced obstruents
have on preceding vowel duration has been reported in vari-
ous languages across language families: English, French,
Russian, Korean (Peterson and Lehiste, 1960; House, 1961;
Chen, 1970; Luce and Charles-Luce, 1985; Abdelli-Beruh,
2004; de Jong, 2004), German, Swedish, Icelandic (Port,
1996), Hindi (Maddieson and Gandour, 1976; Lampp and
Reklis, 2004; Durvasula and Luo, 2014), Arabic (Port et al.,
1980; Jong and Zawaydeh, 2002), Bengali, Hungarian,
Italian, Norwegian, Spanish, Danish, Persian, and Dutch
(reported with references in Maddieson and Gandour, 1976;
Kluender et al., 1988), among others. Following Durvasula
and Luo (2014) and other studies, the term voicing effect is
used to describe this phonetic generalization.

While most studies on the voicing effect focus on vow-
els in closed syllables, the voicing effect is also reported
in open syllables in many languages: among others, for
example, in English, Korean, French, Arabic, Spanish, and
Norwegian (Port, 1981; Chen, 1970; Abdelli-Beruh, 2004;
Port et al., 1980; Fintoft, 1961; Zimmerman and Sapon,
1958). In the absence of evidence to the contrary, it is
assumed that the same general mechanism is responsible for
vocalic durational differences in both open and closed sylla-
bles. The magnitude of the voicing effect, however, can dif-
fer according to whether the affecting consonant is in coda
position (closed syllable) or in the onset position of the

following syllable (open syllable). Port (1981) measures
vowel durations in English one-, two-, and three-syllable
words with the voiced-voiceless consonant pairs in coda and
onset positions. The voicing effect in English is considerably
greater in monosyllables in which the affecting stop surfaces
in the coda compared to di- or trisyllables in which the
vowel surfaces in an open syllable before the affecting stop
in the onset of the following syllable, but the difference in
the conditions there is not only in position within a syllable
(coda vs onset), but also in the number of syllables in the
word (mono- vs di- and trisyllables). Similar results are
reported for English in other studies (Klatt, 1973; Lisker,
1974; Sharf, 1962; Klatt, 1976; and the literature therein).
Laeufer (1992) also reports a difference in magnitude of the
voicing effect between tautosyllabic and heterosyllabic fol-
lowing obstruents in French using an experimental design
that controls for word and syllable structure (speech rate,
however, remains a potential confound). On the other hand,
no significant differences between coda and onset obstruents
were found in a similar experiment in French in Abdelli-
Beruh (2004). To the author’s knowledge, no detailed studies
exist on the causes of the differences in the magnitude of the
voicing effect between the coda and onset consonants. The
most obvious potential causes for these differences are (i) a
higher degree of coarticulatory effects/gestural overlap in tau-
tosyllabic segments compared to heterosyllabic segments (cf.
Mok, 2012; Byrd, 1996); (ii) final-lengthening effect in mono-
vs polysyllabic words, and (iii) perceptual effects in languages
such as English in which the voicing effect is argued to be per-
ceptually enhanced (see discussion below): coda consonants
are perceptually less salient, which is why alternative percep-
tual cues (e.g., vowel duration) have to be enhanced (cf.
Wright, 2004). The differences in magnitude of the voicinga)Electronic mail: begus@fas.harvard.edu
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effect between open and closed syllables, however, are beyond
the scope of this paper. The present study focuses on open
non-final syllables in order to avoid the potential influences of
increased coarticulatory or perceptual effects or final lengthen-
ing. The open syllable position also allows for more accurate
measurements of voice onset time (VOT).

The magnitude of the voicing effect also differs across
languages (Chen, 1970; Ohala and Ohala, 1992; Cho, 2015;
Laeufer, 1992; Zimmerman and Sapon, 1958). Variation in
the magnitude of the effect has led to proposals that claim
that vowel duration differences can be either automatic
mechanical results of articulatory origin or part of the active
phonology, i.e., actively controlled by speakers (Sol"e, 2007;
Cho 2015). English in this respect stands out as featuring an
“exaggerated” voicing effect of comparatively great magni-
tude that is likely phonologized (de Jong 1991, 2004; Sol"e
2007; Cho, 2015). For most other languages, voicing effect
is assumed to originate in some articulatory/physiological or
perceptual mechanism that is not part of the phonological
grammar, i.e., not actively controlled by speakers [Chen,
1970; Laeufer, 1992; Cho, 2015 and proposals in (1) below].

It has even been proposed that some languages have no
voicing effect, i.e., that voicing effect is not a phonetic uni-
versal. Keating (1985) reports that vowel duration in medial
syllables in Polish and Czech do not differ significantly
before a voiced and a voiceless stop. Crucially, in both lan-
guages vowels are still longer before voiced than before
voiceless stops, but the difference does not reach statistical
significance—it is therefore possible that the lack of signifi-
cance results from lower statistical power, especially
because the durations are measured in open syllables where
smaller differences are expected. To the author’s knowledge,
no languages have been reported in which the effect operates
in the opposite direction: in which vowels are phonetically
shorter before voiced stops compared to voiceless stops.

Voicing effect is thus a robustly attested universal pho-
netic tendency and while its existence is well-documented, its
causes are poorly understood. Several competing proposals
have been offered in the literature and there is almost no con-
sensus reached on the matter. Chen (1970), Lisker (1974),
Kluender et al. (1988), Maddieson (1997), and Durvasula and
Luo (2014) summarize the proposals (terminology is from
Chen, 1970). Following their work, the explanations can be
categorized as follows:

(1) Different proposals for causes of the voicing effect

(a) Articulatory Energy Expenditure: Voiceless stops
are articulated with greater “physiological” force
(“fortis”): “anticipation of greater force” shortens
the preceding vowel (Belasco, 1953). In a related
proposal, if energy expenditure is constant across the
syllable, vowels before voiceless stops that require
more energy will be shorter (Meyer, 1903; reported
in Lindblom, 1967).

(b) Compensatory Temporal Adjustment: Somewhat
related to [1(a)], if the timing of syllables/vowel-
consonant (VC) sequences tends to be constant,
then vowels before voiced stops (which have

intrinsically shorter closure and VOT) should be
longer and vice versa via “compensatory temporal
reorganization of sequential motor commands”
(Chen, 1970; Kozhevnikov and Chistovich, 1967;
Lindblom, 1967; Port, 1981; de Jong, 1991; Port
et al., 1980, 1987).

(c) Rate of Closure Transition: Voiceless stops
require greater velocity and force of closure due to
higher intraoral pressure during their production.
Greater force and velocity of closure gesture
results in shorter preceding vowel duration (Chen,
1970; €Ohman, 1967).

(d) Laryngeal Adjustment: Maintaining voicing dur-
ing closure requires “drastic adjustments in vocal-
fold positioning.” These adjustments require a lon-
ger time interval, which results in longer vowel
duration before voiced stops (Halle et al., 1967;
Chomsky and Halle, 1968).

(e) Perceptual Distance: Vowel duration is exploited
by the speaker to maximize one of the main per-
ceptual cues for voicing of the following stop: clo-
sure duration. Short closure is perceived as even
shorter after a longer vowel (Denes, 1955; Lisker,
1957; Javkin, 1975; Kluender et al., 1988).

Many of these explanations and models extend beyond
explaining the differences in vowel duration before voiced–
voiceless pairs of obstruents and bear predictions for more
general timing effects in VC sequences. For example, the
Compensatory Temporal Adjustment hypothesis [1(b)] pre-
dicts that vowel duration will be inversely correlated with
the duration of the following segment of any kind (for a
quantitative model of vowel duration as a function of several
parameters, such as voicing, vowel quality, and number of
syllables in the word, see Klatt, 1976; Port, 1981). The
Perceptual Distance hypothesis [1(e)], for example, predicts
that for any segment with salient durational cues, the dura-
tion of the preceding vowels would tend to be employed as a
perceptual cue, causing an inverse correlation between the
durations. Most studies on vowel duration, however, mea-
sure vowels before voiced vs voiceless obstruents only.

One of the reasons for the existence of so many compet-
ing proposals is precisely the paucity of studies that measure
vowel duration before consonants with other laryngeal fea-
tures and the paucity of studies that model the effects of
laryngeal features and closure duration together. Due to the
lack of information on these relationships (see the paragraph
below), the voice feature is thus assumed to be the only laryn-
geal feature responsible for differences in vowel duration.
More importantly, closure and VOT duration and voice are
universally correlated: voiced stops have universally shorter
closure and VOT durations (Lisker, 1957; Port, 1981; Luce
and Charles-Luce, 1985). In the absence of information on
the effects of other laryngeal features and of closure and VOT
duration (when laryngeal features are controlled for), it is
impossible to discriminate between the three correlated
parameters and consequently between different proposals.

Only a subset of studies test vowel duration differences
before other series of stops. The effect of another laryngeal
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feature, [6spread glottis], has been tested in Maddieson and
Gandour (1976), Ohala and Ohala (1992), Lampp and Reklis
(2004), and Durvasula and Luo (2014). These studies,
however, yield somewhat inconsistent results as to whether
vowels are longer or shorter before following aspirated
obstruents. Most studies argue that vowels are longer before
aspirated than before unaspirated stops (Maddieson and
Gandour, 1976; Lampp and Reklis, 2004; Durvasula and
Luo, 2014). Durvasula and Luo (2014) label this generaliza-
tion the aspiration effect. Ohala and Ohala (1992), on the
other hand, argue that there is no consistent pattern: aspira-
tion lengthens the vowel for some places of articulation and
shortens it or has no effect for other places. No statistical
tests are performed on their results. The inconsistent results
are all the more intriguing because all of the studies were
performed on speakers of the same language: Hindi. Another
confounding factor of these studies is that the experiments
included a relatively small number of speakers: from one
speaker in Maddieson and Gandour (1976), to three in Ohala
and Ohala (1992), and up to seven in Durvasula and Luo
(2014). To the author’s knowledge, only two studies model
closure/consonant duration (but not VOT) together with the
voicing and aspiration effects (de Jong, 1991; Durvasula and
Luo, 2014). Both studies argue that voicing and aspiration
are significant predictors even when closure/consonant dura-
tion is modeled, but they yield opposing results on the direc-
tion of the effect of the closure duration.

The present study focuses on laryngeal features and two
durational properties of stops, closure and VOT, precisely
because several proposals in (1) crucially rely on the inverse
correlation between closure and preceding vowel duration,
or on the effect of laryngeal features on preceding vowel
duration. To the author’s knowledge, no information about
vowel duration before the laryngeal feature [6constricted
glottis] is currently available. Yu’s (2008) study measures
vowel durations in Washo, but no explicit results or statisti-
cal tests are mentioned with respect to phonetic vowel length
before ejective consonants (Yu, 2008 only reports C/V
ratios). The author is unaware of any studies that measure
vowel duration before ejective stops compared to the voiced
or voiceless series (despite the fact that other acoustic prop-
erties of ejective obstruents, such as VOT, closure duration,
burst spectra, F0, phonation of the following vowel, etc.,
have received extensive treatments, e.g., Lindau, 1984;
Wright et al., 2002; Vicenik, 2010; Grawunder et al., 2010;
and literature therein). This paper aims to fill this gap. It
presents a phonetic study of vowel duration before stops in
Georgian, a Kartvelian language that distinguishes three
series of stops: voiced, ejective, and voiceless aspirated. The
present study measures vowel duration before stops with all
three laryngeal features and also models closure and VOT
duration together with the effects of laryngeal features. To
the author’s knowledge, only one other study (Durvasula and
Luo, 2014) has thus far modeled the effects of closure dura-
tion together with the effects of aspiration, but no studies
exist that model the duration of both closure and VOT. With
12 experimental participants, this study is also one of the
largest with respect to the number of speakers and tokens
recorded.

The results of the experiment show that vowel durations
are indeed significantly different before ejective stops com-
pared to positions before voiced and voiceless aspirated
stops: they are shorter before ejectives than before voiced
stops, and longer before ejectives than before voiceless aspi-
rated stops, even when closure and VOT durations are con-
trolled for. In addition, modeling two durational properties
(closure duration and VOT) together with the effects of
laryngeal features allows for comparison between different
predictors: the study shows that laryngeal features are the
most consistent predictors, but that closure and VOT dura-
tions also affect preceding vowel duration and that closure
duration is more negatively correlated with vowel duration
in voiced stops.

The results of the experiment bear several implications for
the discussion on causes of vocalic durational differences and
provide crucial evidence in favor and against the different pro-
posals in (1). The Laryngeal Adjustment [1(d)], Compensatory
Temporal Adjustment [1(b)] and Rate of Closure Transition
[1(c)] hypotheses find support in the results, while on the other
hand, the Perceptual Distance [1(e)] and Airflow Expenditure
hypotheses (discussed in Sec. V D) are considerably weakened
by the results. The paper also suggests a potential articulatory
mechanism for the Laryngeal Adjustment hypothesis.

II. EXPERIMENT

A. Design

To measure vowel duration before ejective stops in
Georgian, VxCy sequences were created using three indepen-
dent variables: (i) vowel quality (Vowel), (ii) place of articu-
lation of the stop (Place), and (iii) laryngeal features of the
stop (LF). Georgian features a five-vowel system with no
length opposition ([A], [E], [O], [i], [u]; Shosted and
Chikovani, 2006), but the vowel quality variable in this
experiment included only three vowels: low back [A], mid
front [E], and mid back [O]. The place of articulation variable
also included three levels: labials, dentals, and velars. Other
places were omitted because they do not feature a full three-
way opposition in laryngeal features. As previously men-
tioned, the experiment tested vowel duration before stops
with all three laryngeal features: ejective, voiceless aspi-
rated, and voiced (for a detailed description of the phonetic
properties of Georgian stops, see Vicenik, 2010). Each of
the three independent variables had three levels, resulting in
3! 3! 3 ¼ 27 combinations of VxCy sequences tested.
Table I lists all 27 sequences tested.

Each of the 27 VxCy-sequences were embedded in each
of the 25 frames, which together with the sequences formed
a balanced set of 675 (27! 25) nonce words of the structure
CVCVxCyV. In other words, each VxCy-sequence was tested
in all 25 frames, so that if a particular frame had a coarticula-
tory effect on vowel duration, the effect would influence all
three laryngeal features tested equally (and therefore not
influence the overall effect of laryngeal features itself). The
frames were created such that the measured vowel Vx would
surface in the second syllable of a trisyllabic word in order
to avoid any effects of main stress, which in Georgian falls
on the initial syllable (Vicenik and Jun, 2014). Moreover,
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the frames were formed so that the vowel tested would sur-
face in an open syllable (see discussion in Sec. I).

The 25 frames of the shape C1VC2-V to which the VxCy

sequences were inserted were designed so that in 16 cases
C2 was either an [x], [S], or [s]. The fricatives were chosen
in order to maximize the accuracy of vowel onset annotation
(cf. Turk et al., 2006). In the remaining nine cases, C2 was
composed of stops with each of the three places of articula-
tion and laryngeal features (3 places! 3 laryngeal features).
C1 consisted of one of the following consonants: [s], [S], [z],
[Z], [x], [m], [n], [l], or [v]. Note again that each VxCy

sequence was inserted into each C1VC2-V frame in order to
balance the design. Altogether 675 (27! 25) nonce words
were created with no repetitions. In such a large inventory it
is almost inevitable that a subset of created words are real
words in Georgian: a speaker reported six real words (0.9%
of the total 675). Such a small proportion of real words is not
expected to alter the results in any significant way.

The nonce words were embedded in a carrier phrase
maiam tkva X ara “Maya said X, right,” where X is the nonce
word. The order of the sentences was randomized and printed
in Georgian script on sheets of paper.

B. Participants

Twelve speakers of Georgian participated in the experi-
ment: eight females and four males. The mean age of the
speakers was 23.5 yr (median¼ 20, standard deviation¼ 6.5,
range¼ 18–35). Eleven speakers were from Tbilisi, and one
speaker was from Batumi. Ten participants reported that
they speak Georgian at home, and the other two reported
speaking Georgian at home when in Georgia. All speakers
reported proficiency in at least two other languages, mostly
English and Russian. All speakers lived in the United States
at the time of recording; their stay in the United States
ranged from 6 to 84 months (mean¼ 27, median¼ 15,
standard deviation¼ 28).

C. Procedure

Speakers were instructed to read the same list of 675
sentences with nonce words and were asked to keep approxi-
mately the same pace of reading throughout the experiment.
Speakers were also asked to repeat the whole sentence if
they thought they had made a mistake. Speakers read from
printed sheets of paper; each sheet included seven sentences

for a total of 97 pages. A short break was taken after every
10 pages (70 sentences).

The recordings were made at the Department of
Linguistics, Harvard University in Cambridge, MA, in a
sound-attenuated booth with a Shure KSM 27 cardioid con-
denser microphone (20–20 000 Hz with 18 dB-per-octave
cutoff at 80 Hz) and a Focusrite Scarlett 2i2 pre-amplifier.
Recordings were made in the Praat recording device
(Boersma and Weenink, 2015) with a 48 kHz sampling rate
in 16-bit .wav format.

On average, the total participation time per participant
was approximately 2 h. Prior to the recordings, speakers
were asked to read and sign the informed consent form and
fill out a brief demographics questionnaire. The average
recording time excluding breaks per participant was approxi-
mately 40 min. Speakers were paid $20/h for participation.

D. Data analysis

Eight undergraduate research assistants and the author
annotated the data. All tokens of each speaker were anno-
tated by a single annotator: for no one speaker were there
two different annotators in order to ensure within-speaker
consistency. Only three annotators annotated more than one
speaker. The research assistants were not given the exact
purpose of the experiment in order to prevent potential
biases in annotations. Vowel duration, closure duration, and
VOT were measured in Praat and extracted with a Praat
script written by Mietta Lennes (Lennes, 2002).

Vowel onsets were annotated at the beginning of periodic
vibration with clear formant structure. Vowel offsets were
correspondingly annotated at the end of periodic vibration
with clear formant structure and with changes of waveform
amplitude (cf. Turk et al., 2006). Closure duration was anno-
tated from the vowel offset to the oral burst of the stop. VOT
was annotated from the onset of oral burst to the first periodic
vibration with clear formant structure (cf. Turk et al., 2006).
Individual annotators had slightly different criteria for anno-
tating vowel onset and offset, but were consistent in their
judgments throughout the annotations. As will be shown in
Sec. III A, differences between annotators were not significant
and relatively minor compared to the observed phonetic
effects. The reference work for vowel onset and offset annota-
tion was Chap. 4.5 (“Waveforms and Measurement of
Duration”) in Ladefoged (2003).

As mentioned above, speakers were encouraged to repeat
sentences if they thought they had made a mistake. If the sec-
ond repetition was correct, the token was measured and
included in the analysis. Several tokens, however, were mis-
read or were read with pauses, interruptions or stumbles and
were not repeated by the speaker. Such tokens were removed
from the database based on auditory analysis. During the ini-
tial exploratory data examination, extreme points were also
manually examined. If any clear mistakes were detected or if
the tokens had signs of stumbling, they were removed. If no
obvious mistakes were detected, the tokens were left for anal-
ysis. It is possible that some tokens with reading mistakes or
stumbles or some mislabeled tokens remain in the analyzed
corpus. However, the number of such mistakes is likely small

TABLE I. List of VxCy sequences tested in the experiment.

Bilabial Dental Velar

Voiced Ab Ad Ag
Voiceless aspirated Aph Ath Akh

Ejective Ap’ At’ Ak’

Voiced Eb Ed Eg
Voiceless aspirated Eph Eth Ekh

Ejective Ep’ Et’ Ek’

Voiced Ob Od Og
Voiceless aspirated Oph Oth Okh

Ejective Op’ Ot’ Ok’
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relative to the large number of total tokens and is not expected
to alter the results crucially. No outliers were removed in the
process of data analysis.

Each speaker was instructed to read 675 tokens.
Altogether, the 12 speakers read 8100 tokens. After the
removal of reading mistakes and stumbles, 7917 tokens
remained for the analysis. Thus, 183 or 2.3% of tokens in
total were excluded from the data analysis. For any individual
speaker the highest percentage of excluded tokens was 4.9%.

III. RESULTS

The mean vowel duration for all places of articulation
and for all three vowels tested is consistently longest before
voiced stops, shorter before ejectives, and shortest before
voiceless aspirated stops. Table II summarizes raw sample
mean durations with standard deviations across the combina-
tions of VxCy sequences. The mean difference across all
speakers, places of articulation, and vowels between ejective
and voiceless is 4.8 ms, and the mean difference between
ejective and voiced is 9.2 ms.

This distribution is also consistent across all 12 speakers, as
shown in Fig. 1: vowels are longest before voiced stops, shorter
before ejectives, and shortest before voiceless aspirated stops.

A. Simple model

To test the statistical significance of the mean differ-
ences, the data were fit to a linear mixed effects model using

the lmer() function in lme4 package (Bates et al., 2015). The
simple model that tests vowel duration before ejective stops
includes only vowel duration as the dependent variable and
Laryngeal Features (LF; with three levels: ejective, voiceless
aspirated, voiced) as the independent variable of interest.
Two additional control independent variables were modeled:
Vowel and Place. Laryngeal features were treatment-coded
with ejective as the reference level. The two control varia-
bles were sum-coded with velar and vowel [A] as reference
levels.

The best-fitting model was selected through a step-wise
backward model selection technique, starting with a full
model with all three predictors, all interactions, and random
intercepts for Speaker and Frame and random slopes for LF
for both random intercepts. The random effect structure was
chosen with step-wise removal of random slopes and inter-
cepts from models with full fixed effects structure based on
Akaike Information Criterion (AIC) (fitted with Restricted
maximum likelihood, according to Zuur et al., 2009).
Random slopes for control predictors and random slopes for
interactions with control predictors were not tested. The final
model includes crossed random intercepts for Speaker with a
by-speaker random slope for LF and a random intercept for
Frame. Fixed effects structure was chosen based on the
Likelihood Ratio Test (LRT) on models with the chosen ran-
dom effect structure and fitted with maximum likelihood.
Step-wise removal of predictors was performed on a model
with all interactions: each higher level interaction term is
removed from the full model if it does not significantly
improve the fit according to the LRT. This procedure is
repeated until all interactions or main effects significantly
improve the model. The best fitting fixed effects structure
includes all three predictors and the interactions LF!Place
and Place!Vowel. Table III summarizes the model. P-val-
ues and degrees of freedom are calculated
using Satterthwaite approximations in the lmerTest package
(Kuznetsova et al., 2016); effects were extracted from mod-
els using the effects package (Fox, 2003); and Variance
Inflation Factors (VIFs) were calculated using the vif.mer()
function (Frank, 2011).

The model in Table III shows that vowels are signifi-
cantly shorter before ejectives than before voiced stops and
significantly longer before ejectives than before voiceless

TABLE II. Sample means and standard deviations of vowel duration (in ms)

before ejective, voiced, and voiceless aspirated stops across all 12 speakers.

Place Vowel Ejective SD Voiced SD Voiceless SD

Labial e 81.3 21.2 89.2 24.0 76.9 20.9

o 80.1 21.6 88.8 23.1 74.6 19.7

a 86.8 22.0 95.4 23.7 82.7 20.3

Dental e 88.7 22.6 96.9 25.1 84.3 21.7

o 87.4 22.1 96.6 23.6 82.2 21.3

a 95.4 22.4 103.5 24.1 91.6 22.8

Velar e 85.9 23.2 97.1 26.1 81.0 22.1

o 82.6 21.7 93.5 24.7 77.5 21.4

a 95.2 23.3 105.5 24.8 89.8 22.4

Acr. pl. & vow. 87.1 22.8 96.3 24.9 82.3 22.1

FIG. 1. Boxplot showing vowel dura-
tion in ms before stops with different
laryngeal features (voiceless, ejective,
voiced) in individual speakers.
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aspirated stops. Figure 2 illustrates this difference and shows
that it holds for all places of articulation. There is a signifi-
cant interaction of LF ! Place: the difference in vowel dura-
tion between a voiced and an ejective stop is significantly
greater for velar stops compared to the mean across places of
articulation (b ¼ 1:5 ms, t¼ 3.1, df¼ 7845, p< 0.01 in a
model with dental as the Place reference level). There is no
significant interaction of Place and LF for the opposition
ejective vs voiceless aspirated.

The 95% profile1 confidence intervals (CIs) calculated
for the coefficient ejective vs voiced is [7.5 ms, 11.1 ms]; for
the coefficient ejective vs voiceless aspirated the CI is
[#5.8 ms, #3.5 ms]. The difference in vowel duration before
voiced vs ejective stop is thus about twice the size of the dif-
ference before voiceless aspirated vs ejective stop.

The observed differences are substantial enough that they
are likely phonetically real and not crucially influenced by the
annotation process. To test influences of the annotation pro-
cess, two different annotators were instructed to analyze a
number of tokens from a single speaker. Thus, 788 annota-
tions were analyzed (394 identical tokens analyzed by two
different annotators). The data were fit to a linear mixed

effects model with vowel duration as the dependent variable
and four predictors: three phonetic predictors, LF, Place, and
Vowel (coded as above), and the non-phonetic predictor
Annotator (treatment-coded with the two annotators as levels).
The random effect structure included a random intercept for
Frame. The fixed effect structure (chosen with backwards
model selection technique based on LRT) included all three
phonetic predictors and interactions LF! Place and Place
!Vowel. LRT thus yielded the predictor Annotator and its
interactions insignificant [v2ð15Þ ¼ 5:5; p ¼ 0:99]. In order to
get estimates of the Annotator effect, the final model included
interaction between the Annotator and all three phonetic pre-
dictors with interactions LF!Place and Place!Vowel.
Annotator is insignificant as a main effect (b ¼#1.5 ms,
t¼#1.1, df¼ 734, p¼ 0.29) and none of the interactions with
the phonetic predictors are significant either. More specifi-
cally, the most relevant interaction between LF (ejective
vs voiceless) and Annotator is insignificant (b ¼#0.6 ms,
t¼#0.3, df¼ 734, p¼ 0.77); so is the interaction between LF
(ejective vs voiced) and Annotator (b ¼ 1:9 ms, t¼ 0.9,
df¼ 734, p¼ 0.36). At the same time, the main effect of LF
in this subset of the data (the 394 identical tokens from one
speaker) is significant in exactly the same way as in the
full model described above: vowels are significantly shorter
before voiceless aspirated compared to ejectives (b ¼#5.8 ms,
t¼#4.0, df¼ 734, p< 0.0001) and significantly longer before
voiced than before ejective stops (b ¼ 12:1 ms, t¼ 8.3,
df¼ 734, p < 0:0001). These effects of phonetic predictors are
considerably greater than the non-phonetic effect of the annota-
tion process. In sum, the two annotators working on the same
data did not yield significantly different results and the esti-
mates of the differences between the two are minor compared
to the estimates of the phonetic predictors—the estimates of
differences in annotators are about 10%–15% of the estimates
of phonetic differences (#5.8 ms vs #0.6 ms and 12.1 ms vs
1.9 ms).

B. Modeling closure duration

As discussed in Sec. I, it has been proposed that closure
duration inversely correlates with preceding vowel duration.
In fact, closure and preceding vowel duration are assumed to
be in causal relationship under several explanations: under
the Rate of Closure Transition [1(c)], the Compensatory
Temporal Adjustment [1(b)], and the Perceptual Distance
[1(e)] hypotheses. These hypotheses can be tested by model-
ing closure duration together with the effects of laryngeal
features. Adding closure as a predictor provides information
on whether variation in vowel durations primarily stems
from the intrinsic closure duration of stops or from their
laryngeal features (or both).

First, the relationship between closure duration and stop
laryngeal features needs to be established. Previous literature
on Georgian phonetics found no effect of laryngeal features
on closure duration: closure duration is reported to not differ
significantly across different stop types (Vicenik, 2010). The
results from the present experiment, however, suggest a
small, but significant effect of LF on closure duration. A lin-
ear mixed effects model was fit to data with closure duration

TABLE III. Linear mixed effects model with three predictors: LF, Vowel,

and Place.

Estimate SE df t value Pr(>jtj)

(Intercept) 87.04 5.34 14 16.31 0.0000

ejec. vs voiced 9.28 0.88 11 10.55 0.0000

ejec. vs v’less #4.65 0.57 11 #8.17 0.0000

mean vs lab. #4.38 0.33 7845 #13.08 0.0000

mean vs alv. 3.45 0.33 7845 10.32 0.0000

mean vs [E] #1.77 0.19 7845 #9.19 0.0000

mean vs [O] #3.75 0.19 7845 #19.47 0.0000

voiced:lab. #0.88 0.47 7845 #1.85 0.0637

v’less:lab. 0.14 0.47 7846 0.29 0.7690

voiced:alv. #0.59 0.47 7845 #1.25 0.2129

v’less:alv. 0.22 0.47 7845 0.47 0.6377

lab.:[E] 0.19 0.27 7845 0.69 0.4882

alv.:[E] #0.17 0.27 7845 #0.64 0.5254

lab.:[O] 0.94 0.27 7845 3.45 0.0006

alv.:[O] 0.63 0.27 7845 2.31 0.0208

FIG. 2. Estimates of the effects of Laryngeal Features and Place of articula-
tion on preceding vowel duration in ms (from a linear mixed effects model).
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as the dependent variable and LF, Place, and VOT (scaled
and centered) as independent variables, and random inter-
cepts for Speaker, Frame, and Preceding Vowel ([A], [E], or
[O]) (Place and Vowel coded as above) with by-speaker and
by-frame random slopes for LF. All two-way interactions
were significant. Closure duration is shorter for voiced stops
compared to ejective stops (b ¼#5.0 ms, t¼#3.3, df ¼ 20,
p< 0.01) and longer for voiceless aspirated stops than for
ejective stops (b ¼ 3:7 ms, t ¼ 3:0, df ¼ 17, p< 0.01) at the
means of other predictors. This distribution is exactly inverse
to the duration of vowels before stops with these laryngeal
features in the model in Sec. III A (Table III). It is thus possi-
ble that vowels have different durations before different
laryngeal features primarily because of their intrinsic differ-
ences in closure duration.

To test this hypothesis, the data were fit to a linear mixed
effects model with four predictors: LF (treatment-coded with
ejective as the reference level), Closure (scaled and centered),
Place, and Vowel (both sum-coded as above). The best-fitting
model was chosen with the step-wise backwards model selec-
tion technique described above in Sec. III A. The best-fitting
random effects structure includes random intercepts for
Speaker and Frame as well as by-speaker random slopes for
LF and Closure and by-frame random slope for Closure. The
best fitting fixed effects structure includes all four predictors
and the interactions LF!Closure and Place!Vowel.
Despite the correlation between closure duration and laryn-
geal features that was discussed above, adding closure dura-
tion as a predictor does not introduce multicollinearity.
Multicollinearity is evaluated by VIFs, a quantified measure
of inflation of variance that “is based on the proportion of var-
iance the ith independent variable shares with the other inde-
pendent variables in the model” (O’Brien, 2007) and is
indicative of multicollinearity. Rules of thumb exist for
thresholds of excessive multicollinearity: they vary from 4 to
10, depending on different scholars (for a discussion, see
O’Brien, 2007). In the model in Table IV, VIFs for all coeffi-
cients are below 1.8. Table IV summarizes the model.

The model in Table IV shows that vowels are signifi-
cantly longer before ejective stops than before voiceless

aspirated stops and significantly shorter before ejectives than
before voiced stops (at the mean of closure duration), just
like in the simple model (Table III). Closure duration also
has a significant effect on preceding vowel duration: closure
duration is inversely correlated with vowel duration for ejec-
tive stops. There is a significant interaction between closure
duration and LF: closure duration in voiced stops has a sig-
nificantly more negative effect on vowel duration compared
to ejective stops. This interaction remains significant even if
a by-speaker random slope for LF!Closure is added to the
model (otherwise unjustified by AIC). There is no significant
interaction between voiceless and ejective stops and closure
duration. Figure 3 illustrates the relationship of LF and
Closure on preceding vowel duration.

C. Modeling VOT

The models with three and four predictors above
(Tables III and IV, respectively) show that vowels are con-
sistently shorter before ejectives than before voiced stops
and longer before ejectives than before voiceless aspirated
stops, even when closure duration is controlled for. The dif-
ferences in duration are summarized in (2):

(2) Vowel duration before stops with different laryngeal
features
voiced > ejective > voiceless aspirated

This distribution corresponds inversely to the VOT dura-
tion of these stops. VOT is expected to be longest in voiceless
aspirated stops, shorter in ejectives, and shortest in voiced
stops. Three studies on Georgian phonetics confirm this distri-
bution, summarized in (3) (Wysocki, 2004; Vicenik, 2010;
Grawunder et al., 2010):

(3) VOT duration before stops with different laryngeal
features
voiceless aspirated > ejective > voiced

Data collected in this experiment also confirm the gener-
alization in (3). In order to test differences in VOT duration
between voiced, voiceless aspirated, and ejective stops,
the data were fit to a model with VOT as the dependent vari-
able and four independent variables: LF, Closure (scaled

TABLE IV. Linear mixed effects model with four predictors: LF, Closure
duration, Place, and Vowel.

Estimate SE df t value Pr(>jtj)

(Intercept) 87.07 5.63 13 15.46 0.0000

ejec. vs voiced 8.68 1.22 10 7.09 0.0000

ejec. vs v’less #4.69 0.65 11 #7.19 0.0000

closure #1.78 0.73 21 #2.44 0.0241

mean vs lab. #3.73 0.21 7814 #18.13 0.0000

mean vs alv. 3.25 0.19 7833 17.06 0.0000

mean vs [E] #1.81 0.19 7825 #9.55 0.0000

mean vs [O] #3.72 0.19 7827 #19.59 0.0000

voiced:closure #2.01 0.44 180 #4.56 0.0000

v’less:closure #0.33 0.43 127 #0.76 0.4491

lab.:[E] 0.40 0.27 7825 1.48 0.1379

alv.:[E] #0.29 0.27 7824 #1.08 0.2820

lab.:[O] 0.64 0.27 7828 2.37 0.0180

alv.:[O] 0.74 0.27 7820 2.76 0.0059
FIG. 3. Estimates of the effects of Laryngeal Features and Closure duration
(scaled and centered) on preceding vowel duration in ms (from a linear
mixed effects model).
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and centered), Vowel, and Place (coded as above), with all
interactions2 and random intercepts for Speaker and Frame
with by-speaker random slope for LF. VOT is significantly
longer in voiceless aspirated stops compared to ejective
stops (b ¼ 36:1 ms, t ¼ 9:8, df¼ 11, p< 0.0001) and signifi-
cantly shorter in voiced stops compared to ejective stops
(b ¼#18.1 ms, t ¼ #6:7, df¼ 11, p< 0.0001) at the means
of all other predictors.

To the author’s knowledge, no existing studies on differ-
ences in vowel duration as a function of the following stop
type either model duration of VOT or hypothesize that VOT
directly affects preceding vowel duration [Port and Rotunno
(1979) show that VOT and the following vowel duration are
in a dependent relation, but they do not measure effects of
the preceding vowel duration]. Based on (2) and (3), a
hypothesis that VOT inversely affects preceding vowel dura-
tion can be added to the collection in (1):

(4) VOT effect hypothesis
VOT inversely affects preceding vowel duration

It is possible that differences in vowel durations are pri-
marily due to intrinsic VOT durations of different stop types,
rather than due to their different laryngeal features. In other
words, it is possible that laryngeal features cease to be a sig-
nificant predictor once VOT is included in the model, espe-
cially because VOT is one of the few robust and consistent
predictors of laryngeal features in Georgian (Wysocki, 2004;
Vicenik, 2010; Grawunder et al., 2010). To test this hypothe-
sis, the data were fit to a linear mixed effects model with all
three predictors of interest: VOT, Closure, and LF. The best
fitting model was again chosen according to the procedure
described in Sec. III A and Sec. III B. Models with random
slopes for interactions between predictors of interest fail to
converge, which is why interactions were omitted from the
random effects structure. The final model includes random
intercepts for Speaker and Frame with three random slopes for
both random intercepts: LF, Closure, and VOT duration. The
fixed effects structure includes all five predictors (LF, scaled
and centered Closure duration, scaled and centered VOT dura-
tion, Place, and Vowel, both coded as above) and interactions
LF!Closure, Closure!VOT, VOT!Place, VOT!Vowel,
Place!Vowel.3 Table V summarizes the model.

The significance of all predictors of interest from the
previous models remains the same when VOT is included in
the model. The model in Table V shows that vowels are sig-
nificantly longer before ejectives than before voiceless aspi-
rated stops and shorter before ejectives than before voiced
stops (at the mean of closure duration), even when VOT and
Closure duration are included in the model. Closure duration
has a negative effect on preceding vowel duration (for ejec-
tive stops). There is a significant interaction between voiced
stops and closure duration: the effects of closure are signifi-
cantly more negative for voiced stops than for ejectives.
There is no significant interaction between voiceless aspi-
rated and ejective stops and closure duration.

The effects of the new predictor, VOT, are more chal-
lenging to interpret. The coefficients of the main effect VOT
are b¼#1.5 ms, t¼#2.1, df¼ 15, p¼ 0.052. VOT as a

main effect is thus non-significant at the means of the predic-
tors Closure, Place, and Vowel, but marginally so (note that
jtj > 2:0). Moreover, adding VOT and its interactions to the
model (and keeping the same random effects structure) sig-
nificantly improves the fit according to the LRT [v2ð6Þ
¼ 25:2; p < 0:001].

Three two-way interactions with VOT are significant.
VOT in dentals has a significantly less negative effect on pre-
ceding vowel duration compared to the mean across places of
articulation. VOT is significantly more negatively correlated
with the vowel [O] compared to the mean across vowels.
Finally, VOT is significantly more negatively correlated with
vowel duration as closure duration increases. Estimates of
these interactions are very small (from b ¼#0.76 ms to b
¼ 0:41 ms) and are not of interest to our study. Despite these
significant interactions, VOT is, for all places, vowels, and
closure durations, inversely correlated with preceding vowel
duration.

As expected, including VOT in the model causes multi-
collinearity. Coefficients for ejective vs voiceless aspirated
and VOT are highly correlated. The VIF for VOT in the
five-predictor model is 6.70, and the VIF for ejective vs
voiceless aspirated is 3.94. It is possible that multicollinear-
ity inflates standard errors. In the model in Table IV with
four predictors in which the VIF values are lowest (lower
than 1.8 for all predictors), the SE for ejective vs voiceless is
0.7 ms, whereas in the model with five predictors, the SE
increases by roughly 50% to 1.1 ms. Estimates for the pre-
dictor LF are slightly smaller in the model that includes
VOT compared to the four-predictor model (Table IV). In
any case, the VIF for ejective vs voiceless is below the
“lower” rule of thumb threshold (4) and for VOT is well
below the “higher” (10) rule of thumb threshold (O’Brien,
2007). Our data sample is relatively large, which is why the

TABLE V. Linear mixed effects model with five predictors: LF, Closure

duration, VOT duration, Place, and Vowel.

Estimate SE df t value Pr(>jtj)

(Intercept) 86.63 5.80 13 14.94 0.0000

ejec. vs voiced 7.74 1.34 10 5.80 0.0001

ejec. vs v’less #3.30 1.11 15 #2.96 0.0099

closure #2.12 0.78 19 #2.70 0.0141

VOT #1.50 0.71 15 #2.11 0.0521

mean vs lab. #3.93 0.21 7624 #18.80 0.0000

mean vs alv. 3.17 0.19 7709 16.38 0.0000

mean vs [E] #1.81 0.19 7773 #9.61 0.0000

mean vs [O] #3.69 0.19 7778 #19.55 0.0000

voiced:closure #2.40 0.47 181 #5.08 0.0000

v’less:closure 0.52 0.58 193 0.89 0.3749

closure:VOT #0.76 0.30 383 #2.58 0.0104

VOT:lab. 0.02 0.20 5720 0.11 0.9162

VOT:alv. 0.41 0.19 7803 2.12 0.0341

VOT:[E] 0.34 0.19 7781 1.79 0.0731

VOT:[O] #0.57 0.19 7787 #2.97 0.0030

lab.:[E] 0.41 0.27 7779 1.52 0.1280

alv.:[E] #0.22 0.27 7779 #0.82 0.4146

lab.:[O] 0.63 0.27 7781 2.35 0.0187

alv.:[O] 0.62 0.27 7780 2.32 0.0204
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model is probably not crucially affected by multicollinearity
and the conclusions from the previous paragraph can be
maintained.

D. Closure and VOT as a single predictor

It is possible that the total duration of a stop, that is, clo-
sure and VOT together, has a phonetically relevant value that
crucially affects preceding vowel duration. To test whether
durational differences in vowels result primarily from this
combined parameter (ClosureþVOT), or whether LF remains
a significant predictor even when Closure þ VOT is modeled,
the data with the new variable, ClosureþVOT (ClsVOT),
were fit to a linear mixed effects model. The best fitting model
was chosen as described above and includes predictors LF
(treatment-coded), ClsVOT (scaled and centered), Place, and
Vowel (sum-coded as above), interactions LF!ClsVOT,
Place!Vowel, and Place!ClsVOT, random intercepts for
Speaker and Frame with by-speaker and by-frame random
slopes for LF and ClsVOT. The model is summarized in
Table VI. The model features much less multicollinearity
compared to the model in Table V: VIFs for all coefficients
are below 1.80, except for the coefficients ejective vs voice-
less aspirated (2.56) and ClsVOT (2.73). The AIC, however,
is lower for the model with five predictors (61 983) compared
to the model in which Closure and VOT are a single predictor
(62 040), which means that from a modeling perspective,
treating Closure duration and VOT separately yields a statisti-
cally better model.

The results are consistent with results from previous
models and do not change if closure and VOT are modeled
as a single predictor. Vowels are significantly longer before
voiced stops compared to ejectives and significantly shorter
before voiceless aspirated stops compared to ejectives at the
mean of ClsVOT duration. ClsVOT is significantly nega-
tively correlated with vowel duration for ejectives and while
in voiced stops this correlation is significantly more negative
compared to ejectives, there is no significant difference in

the effect of ClsVOT on preceding vowel duration for the
opposition voiceless aspirated vs ejective stops.

IV. DISCUSSION

A. The ejection effect

All models consistently show that vowels are signifi-
cantly longer before ejective stops than before voiceless
aspirated stops and shorter before ejectives than before
voiced stops, even when closure duration and VOT duration
are controlled for. This phonetic generalization is called the
ejection effect henceforth.

(5) Ejection effect
Vowel duration differs significantly before ejective stops
compared to voiced and voiceless aspirated stops when
closure duration and VOT duration are controlled for.
Vowels are longest before voiced stops, shorter before
ejective stops, and shortest before voiceless aspirated
stops.

This experiment provides evidence in favor of the ejec-
tion effect in Georgian. Further experiments on other lan-
guages should be conducted to confirm the universality of the
ejection effect. However, based on the results from this study,
it is reasonable to assume that the ejection effect is replicable
for languages with similar ejective stop realizations as
Georgian. There are three main arguments that support this
assumption. First, all 12 Georgian speakers as well as all 25
nonce-word frames consistently show the ejection effect, both
in raw means (Fig. 1) and in random slopes. Except for one
speaker and one frame in the five-predictor model, random
slopes of all 12 speakers and 25 frames are consistent with the
ejection effect in the models with three, four, and five predic-
tors (Secs. III A, III B, and III C). Second, the experiment
was conducted using nonce words, which means that
Georgian-internal word frequency effects were controlled for.
Neighborhood density effects that could also influence dura-
tions were not specifically controlled for, but the high number
of nonce word frames and the balanced design in this study
should reduce potential effects of neighborhood density (for a
study that suggests neighborhood density does not affect
vowel durations, see Munson and Solomon, 2004). Finally, a
pilot experiment was conducted with the same experimental
design as for the Georgian experiment (described in Sec.
II C), but with a speaker of Mingrelian, another Kartvelian
language with voiced, voiceless aspirated, and ejective stops.
The confounds of this pilot experiment are that the experiment
involves only one speaker and that the speaker’s first language
was Georgian. The speaker was nevertheless fluent in
Mingrelian and spoke it in his grandparents’ village with them
and other relatives. The carrier phrase was in Mingrelian to
prompt the speaker away from Georgian influences. That the
speaker used Mingrelian in the experiment is suggested by
very short VOT durations in voiceless aspirated stops (shorter
in raw means than in any Georgian speaker). Despite this dif-
ference, the Mingrelian speaker also shows the ejection effect.
In a model with five predictors, vowels are significantly lon-
ger before voiced compared to ejective stops (b ¼ 28:4 ms,

TABLE VI. Linear mixed effects model with closure and VOT as a single
predictor.

Estimate SE df t value Pr(>jtj)

(Intercept) 86.58 5.72 14 15.13 0.0000

ejec. vs voiced 5.80 1.17 13 4.94 0.0003

ejec. vs v’less #2.75 1.05 15 #2.63 0.0189

ClsVOT #3.12 1.02 18 #3.05 0.0068

mean vs lab. #4.38 0.19 7813 #22.79 0.0000

mean vs alv. 3.13 0.19 7819 16.29 0.0000

mean vs [E] #1.78 0.19 7776 #9.41 0.0000

mean vs [O] #3.69 0.19 7781 #19.45 0.0000

lab.:[E] 0.24 0.27 7777 0.88 0.3795

alv.:[E] #0.20 0.27 7774 #0.73 0.4648

lab.:[O] 0.82 0.27 7777 3.07 0.0022

alv.:[O] 0.64 0.27 7776 2.39 0.0171

lab.:ClsVOT #0.23 0.19 7803 #1.17 0.2410

alv.:ClsVOT 0.58 0.20 7813 2.96 0.0031

voiced:ClsVOT #2.12 0.64 127 #3.33 0.0011

v’less:ClsVOT 0.72 0.54 101 1.34 0.1848
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t¼ 8.4, df¼ 613, p< 0.0001) and significantly shorter before
voiceless aspirated compared to ejective stops (b ¼#5.2 ms,
t¼#2.1, df¼ 623, p< 0.05). This pilot study with only one
speaker cannot contribute any firm conclusions, but it does
suggest that the ejection effect might be found in other lan-
guages as well. Again, experiments with further speakers and
languages are needed to confirm the universality of the ejec-
tion effect.

B. Closure

The results also show that closure duration is negatively
correlated with preceding vowel duration and more nega-
tively correlated for voiced stops compared to ejectives.

The observed negative correlation between vowel and
closure duration could be phonetically real: it is possible that
closure duration affects preceding vowel duration when laryn-
geal features are controlled for. However, the correlation
between vowel and closure durations could also result from
other influences. There are two main problems with interpret-
ing the effects of closure duration: the correlation between
vowel and closure duration can be influenced by (i) the
dependence of the data annotation process and (ii) by speech
rate. These two problems are addressed in this section.

1. Annotation bias

As previously mentioned, it is possible that the inverse
correlation between vowel and closure duration results from
the fact that the boundary point between vowel and closure is
not annotated independently, but rather with a single bound-
ary point. The decision to annotate the data in one direction or
the other can result in an inverse correlation between the two
variables. This confound of modeling closure duration is inev-
itable in such studies and is not easy to control for.

For the purpose of testing influences of annotation, two
different annotators were instructed to annotate a number of
tokens from a single speaker: 394 annotations from each
annotator were analyzed. To model the effects of annotation
on the correlation between vowel and closure duration, two
combinations of vowel duration and closure duration meas-
urements were created: one in which vowel and closure were
annotated by a single annotator (dependent), and one in
which vowel duration measurements from one annotator
were combined with closure duration measurements from
the other annotator (the measurements are therefore indepen-
dent). The data were fit to a linear model with vowel dura-
tion as the dependent variable and only Closure duration
(scaled and centered) and Dependence (treatment-coded
with dependent as the reference) as independent variables
with an interaction between the two. Closure duration is
significantly inversely correlated with preceding vowel dura-
tion for dependent annotations (b ¼#2.35 ms, t¼#2.32,
p ¼ 0:02). However, the interaction between Closure and
Dependence is not significant (b ¼ 0:78 ms, t¼ 0.54,
p ¼ 0:59). In other words, the slope for Vowel duration
' Closure duration is not significantly less negative in inde-
pendent annotations compared to dependent annotations.
Also, the estimates of difference in slope between dependent
and independent annotations is 0.78 ms, considerably smaller

compared to the effect of closure in the model with five pre-
dictors (Table V): b ¼#2.14 ms. These results suggest that
the inverse effects of closure duration are most likely pho-
netically real and not due to annotation bias.

2. Speech rate

Speech rate is another possible factor that influences cor-
relation between vowel duration and closure duration. Longer
closure duration is expected to positively correlate with longer
vowel duration for slower speech and vice-versa for faster
speech. The speech rate effect can also reverse correlation
from being underlyingly negative to surfacing as positive: it is
possible that in a language with a weak underlying negative
correlation between vowel and closure durations (due, for
example, to some articulatory reason), a strong effect of the
speech rate turns an underlying negative correlation to an
observed positive correlation. If, for example, the effect of
speech rate (positive correlation) is twice the size of the
potential articulatory effect that causes negative correlation,
the observed correlation between vowel and closure duration
would be positive, because the two effects are cumulative.
However, because the Georgian data show a negative correla-
tion between vowel and closure duration, effects of speech
rate most likely do not crucially influence the results. The
experimental design in this paper also avoids repetition of
individual tokens, which reduces the effects of speech rate.
Moreover, by-speaker and by-frame random intercepts and
slopes for Closure duration in the models account for at least
some amount of inter-speaker variance in speech rate.

Other studies known to the author yield opposing results
with respect to the effect of closure or consonant duration on
the preceding vowel. de Jong (1991) models the voicing effect
together with consonant duration (along with other predictors)
in English. He too reports an inverse relation between vowel
and consonant duration, but the effect is inconsistent across
speakers and contexts. de Jong (1991) also reports that the
voicing effect is more robust than the effect of consonant dura-
tion and concludes that the inverse correlation between vowel
and consonant duration might be speaker-specific. Only two
speakers were tested in the experiment, which does not allow
for any firm conclusions. The pilot study on Mingrelian with
the same experimental design as described in this paper, on
the other hand, yields a positive correlation between closure
and vowel duration, but the results there are unreliable as well
because only one speaker participated in the experiment.

Durvasula and Luo (2014) is the only other study known
to the author that models the effects of closure along with
measurements of vowel duration before stops with different
laryngeal features. They report a significant positive, but
weak correlation of vowel duration and closure duration.
Their study involves a high enough number of speakers
(seven) and is modeled with random intercepts for subject
and token, which means that speech rate is less likely to
affect the results. The experiment in Durvasula and Luo
(2014) does, however, include repetitions of tokens: each of
the 12 unique words is repeated ten times per speaker.
Experimental design involving repetitions is generally more
prone to speech rate effects. Despite the order of stimuli
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being randomized, repetition could cause gradual reduction
and consequently shorter vowel and consonant durations
(Shields and Balota, 1991; Umeda, 1975). The increased
reduction over repetitions and increasingly shorter durations
could cause positive correlation between vowel and closure
durations, but the question remains whether the effect of
speech rate could be substantial enough to reverse the corre-
lation. In the Georgian experiment presented in this paper,
none of the tokens are repeated.

Based on the presented facts, two possibilities exist. It is
possible that effects of closure duration are phonetically real,
but weak and language-specific. In Hindi, the effect would
be positive, in Georgian (and, with confounds, in English)
inverse. However, it is also possible that correlation between
closure duration and preceding vowel duration is indeed
inverse and universal, as suggested by the Georgian data
(and the English data, with confounds, in de Jong, 1991).
This conclusion would be supported by the fact that the
inverse correlation between vowel and closure duration can-
not be influenced by speech rate and that it is relatively con-
sistent in Georgian: only two speakers (of 12 tested) show a
weak positive rather than negative random slope in the five-
predictor model. Under this approach, the positive correla-
tion in Hindi and in the two speakers with a positive correla-
tion would have to be interpreted as influenced by speech
rate. Further experiments are needed for more conclusive
evidence in favor or against one or the other possibility.

C. VOT

The experiment in this paper also brings new information
on the effects of VOT when modeling Laryngeal Features
and Closure at the same time. To the author’s knowledge, no
study thus far models all three parameters (LF, VOT, and
Closure) together. VOT measurements are free of annotation
bias: they are independent of vowel annotations. The problem
with modeling VOT is that it introduces some multicollinear-
ity to the model (see Sec. III C). It can nevertheless be con-
cluded that VOT affects vowel duration inversely in Georgian
when closure duration and laryngeal features are controlled
for. Adding VOT and its interactions to the model improves
fit significantly. VOT is marginally non-significant as a main
effect with significant interactions for Closure, Place, and
Vowel. Despite these interactions, the effect of VOT is in all
cases inverse. The inverse effect remains significant when
both closure duration and VOT are modeled as a single pre-
dictor–total stop duration.

In sum, both VOT and closure duration effects appear to
be weak predictors of preceding vowel duration (except if
modeled as a single predictor), show significant interactions,
and yield somewhat inconsistent results across languages. The
Georgian data suggest that there is an inverse correlation
between both closure and VOT and preceding vowel duration.
At the very least, an inverse correlation between VOT and pre-
ceding vowel duration has to be phonetically real. The correla-
tion between closure and vowel duration is also likely
phonetically real; the tests of annotation bias presented above
suggest that the results are likely not crucially affected.
Moreover, because the correlation is inverse, speech rate likely

does not crucially affect the results in Georgian. The Georgian
data also consistently show a significantly greater inverse
effect of closure duration for voiced stops compared to ejec-
tives. Firmer conclusions on the universality of the inverse cor-
relation between closure and preceding vowel duration will
only be possible with further data, especially because other
studies yield contradictory results.

V. IMPLICATIONS

As discussed above, little consensus has been reached
on the question of causes of durational differences in vowels.
For virtually every proposal in (1), contradictory evidence
has been presented. In the interest of space, this paper cannot
summarize all arguments; for a more comprehensive over-
view of the discussion, see Chen (1970), Kluender et al.
(1988), Fowler (1992), and Maddieson (1997).

The main advantage of the experimental design in this
paper is that it measures vowel durations before stops with all
three laryngeal features and models both closure and VOT
durations at the same time. The results presented in Sec. III
thus provide new information on the effects of stops on preced-
ing vowel duration and bear several implications for the gen-
eral discussion on the causes of these durational differences.

A. Laryngeal Adjustment

Experimental results in this paper suggest that differ-
ences in vowel durations before stops with different laryn-
geal features are not due to their intrinsic closure or VOT
duration: even if closure and VOT are modeled, laryngeal
features are still significant predictors. Moreover, it is shown
that the feature [6voice] is not the only laryngeal feature
responsible for durational differences in vowels. Voiceless
aspirated and ejective stops are both voiceless (the percent
of voicing into closure is slightly but not significantly higher
for ejectives according to Vicenik, 2010), but vowel dura-
tions before the two series are nevertheless significantly dif-
ferent, which means that other laryngeal features have to
affect preceding vowel duration as well. This result aligns
well with results from experiments that tested the effect of
aspiration on preceding vowel duration: aspiration, or
[þspread glottis], according to most studies, is another laryn-
geal feature that affects vowel duration besides the voice fea-
ture (Durvasula and, Luo 2014).

Because laryngeal features remain significant predictors
even when closure and VOT durations are modeled and
because the effects of LF remain consistent across models,
speakers, and languages, not just in this paper but also in
others that tested the aspiration effect, it can be concluded
that laryngeal features affect preceding vowel duration, even
when most other phonetic parameters are controlled for.
This generalization, that combines previously established
voicing and aspiration effects with the ejection effect, is
called the Laryngeal Features Effect henceforth.

(6) Laryngeal Features Effect (LFE)
Different laryngeal features ([6voice], [6spread glottis],
[6constricted glottis]) affect preceding vowel duration,
even when closure duration and VOT are controlled for.
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This conclusion supports the body of work that assumes
laryngeal gestures cause differences in preceding vowel
duration [(1)d]: the Laryngeal Adjustment hypothesis (Halle
et al., 1967; Chomsky and Halle, 1968). The results from
this study suggest that each laryngeal feature, [6voice],
[6spread glottis], and [6constricted glottis], affect preced-
ing vowel duration, whereby vowels are longest before stops
with the feature [þvoice], shorter before stops with the fea-
ture [þconstricted glottis], and shortest before stops with the
feature [þspread glottis].

While some scholars argue against the Laryngeal
Adjustment hypothesis (for an overview of arguments, see
Kluender et al., 1988), none of the evidence against it is in
fact fatal. Chen (1970) himself argues that his counterargu-
ments “[a]dmittedly [( ( (] do not entirely rule out the plausibil-
ity of the laryngeal adjustment hypothesis.” The presence of
the voicing effect in whispered and esophageal speech (Sharf,
1964; Gandour et al., 1980) does not necessarily argue against
the Laryngeal Adjustment hypothesis either, because the dif-
ferences are reported for English where the voicing effect is
likely phonologized and, more generally, laryngeal gestures
can be transferred from non-whispered to whispered speech.

The explanation of vowel duration differences due to
laryngeal adjustment in Halle et al. (1967) works for effects
of the [6voice] feature, but the additional information on
LFE from this paper as well as information on the aspiration
effect in Durvasula and Luo (2014) requires further explana-
tion as to why vowels also differ before voiceless aspirated
and ejective stops. An articulatory explanation of these dif-
ferences is a desideratum, but beyond the scope of this paper
(for speculations and directions of future work, see Sec. VI).

B. Compensatory Temporal Adjustment

Results from this experiment also provide some support
for the Compensatory Temporal Adjustment hypothesis
[(1)b]. Most studies thus far (except Durvasula and Luo,
2014 and de Jong, 1991) do not control for the effects of LF
when modeling the effects of closure duration on preceding
vowel duration and, to the author’s knowledge, no studies
measure the effects of VOT on preceding vowel duration. As
already mentioned, this is problematic because laryngeal fea-
tures and closure and VOT durations are correlated, espe-
cially if only two series of stops, voiced and voiceless, are
modeled. This study suggests that even when laryngeal fea-
tures are controlled for, closure duration and VOT have a
significant inverse effect on preceding vowel duration (espe-
cially when modeled as a single predictor) that is likely not
influenced by annotation bias or speech rate.

The fact that both durational differences, closure duration
as well as VOT, in the Georgian experiment show inverse cor-
relation with preceding vowel duration supports the assump-
tion that temporal dimension tends to be constant across
VC-sequences in the Compensatory Temporal Adjustment
hypothesis (Chen, 1970). According to the hypothesis, longer
closure and VOT have to result in shorter vowel duration.
This is exactly what is found in Georgian, but universality of
this hypothesis is yet to be confirmed (the experiment in
Durvasula and Luo, 2014 yields exactly the opposite results).

For a discussion on results from other languages, see Sec.
IV B: it is possible that Compensatory Temporal Adjustment
is language-specific (as argued in de Jong, 1991).

While the present study does not measure the correlation
between vowel and closure/VOT duration in tautosyllabic,
but rather in heterosyllabic VC sequences, the results are nev-
ertheless informative: the effects of Compensatory Temporal
Adjustment are not limited in scope to syllables (Port et al.,
1980, 1987). It is reasonable to assume that a longer inherent
closure and VOT duration in heterosyllabic (V.C) sequences
would cause adjustment in vowel duration, just as it would in
tautosyllabic (VC) sequences, because the voicing effect is
confirmed in both sequences and the effect presumably has
the same underlying mechanism in both conditions (see dis-
cussion in Sec. I). In addition, temporal adjustment has been
shown to operate across syllables in other contexts and condi-
tions as well (Port et al., 1980, 1987).

The results in this paper are in opposition to Chen’s
(1970) argument against the Compensatory Temporal
Adjustment. Chen (1970) presents an experiment that might
speak against this hypothesis if constant timing is understood
absolutely. Chen (1970) reports that the total syllable
duration in words like [paik] vs [paikt] is not constant, as
would be expected under the more radical approach to
the Compensatory Temporal Adjustment hypothesis, and
that vowel durations differ minimally in the two words. Klatt
(1976) and Port (1981) have argued, however, that various
factors influence vowel durations proportionally, not abso-
lutely, which means that Compensatory Temporal Adjustment
can have a minimal effect. The results in this paper are consis-
tent with this latter approach, but it is true that further research
is a desideratum because studies that measure the correlation
between vowel and closure durations and control for laryngeal
features at the same time are rare and yield somewhat incon-
sistent results.

C. Rate of Closure Transition

A somewhat surprising but consistent and significant
observation from the data is that the inverse correlation of
vowel and closure duration is significantly greater for voiced
stops compared to ejective and voiceless aspirated stops.
This generalization is called the Voiced Closure Effect
henceforth.

(7) Voiced Closure Effect (VCE)
Closure is significantly more inversely correlated with
preceding vowel duration in the voiced series of stops.

As for any inverse correlation between vowel and clo-
sure duration, it is possible that the VCE results from non-
phonetic factors. The transition between vowel and conso-
nant is less clear for voiced stops than for voiceless stops,
which is why increased inverse correlation in voiced stops
could be due to annotation bias. To test the phonetic reality
of VCE, the data with the combined dependent and indepen-
dent 394 annotations (the combination of measurements was
created as in Sec. IV B 1 above) were fit to a linear model
with vowel duration as the dependent variable and Closure
(scaled and centered), Dependence (treatment-coded with
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dependent as reference), and LF (treatment-coded with ejec-
tive as reference) as independent variables. The three-way
interaction of Closure:Dependent:LF is not significant for
voiced vs ejective (b ¼#1.66, t¼#0.45, p ¼ 0:65), although
the closure is also not significantly more negative for voiced
stops compared to ejectives. In other words, the slope for
Vowel duration ' Closure duration in voiced stops compared
to ejectives is not significantly different between the indepen-
dent and the dependent annotations. These results suggest that
the VCE does not result from annotation bias.

The most compelling phonetic cause for the VCE would
be Rate of Closure Transition. It has been argued that closure
gesture is reached with greater articulatory force and with
greater velocity for voiceless stops compared to voiced stops
(Chen, 1970). To the author’s knowledge, no empirical studies
exist on closure velocity for ejective stops, but it is reasonable
to assume that they pattern together with voiceless aspirated
stops: resistance to higher intraoral pressure is assumed to be
one of the factors that leads to greater closure velocity/force
(Chen, 1970). Intraoral pressure of ejective stops is more likely
to resemble intraoral pressure in voiceless aspirated stops
(Shosted and Rose, 2011) than to resemble the pressure in
voiced stops. The Rate of Closure Transition hypothesis would
constitute a plausible cause for the VCE; smaller velocity and
force of closure gesture in voiced stops would allow even
greater negative correlation between vowel and closure dura-
tion: the slower it takes to reach full closure, the longer the
vowel can be. However, at the current stage, this is only a spec-
ulation that requires further acoustic and articulatory research.

D. Airflow Expenditure

An absence of information about vowel duration before
ejective stops could lead to the assumption that greater oral
airflow in the VOT of voiceless aspirated stops causes shorter
vowel duration under the hypothesis that airflow tends to be
constant across syllables/VC-sequences (for an experiment
that tests the relationship between airflow expenditure and the
following vowel quality, see Hamann and Velkov, 2005). In
other words, it would be reasonable to assume that greater
oral airflow expenditure in the stop production would be com-
pensated for by shorter vowels that require less airflow. The
data in this paper clearly contradict such an assumption. A
qualitative study of oral airflow of Georgian stops in Shosted
and Chikovani (2006) shows that the amount of airflow in
Georgian is greatest in voiceless aspirated stops, smaller in
voiced stops, and smallest in ejectives, as summarized in (8).
While voiceless unaspirated stops sometimes feature less air-
flow than voiced unaspirated stops (Nihalani, 1975), it is
expected for voiceless aspirated stops to have greater airflow
than voiced stops (as it is reported for Georgian in Shosted
and Chikovani, 2006 and for other languages in Trullinger
and Emanuel, 1983; Gilbert, 1973).

(8) Scale of oral airflow expenditure across stops with dif-
ferent LF
voiceless aspirated < voiced < ejective

Vowel duration differences do not align according to
this scale: vowels are longest before voiced stops, shorter

before ejectives, and shortest before voiceless aspirated
stops. Due to this mismatch, the amount of airflow can there-
fore be neither inversely nor positively correlated with pre-
ceding vowel duration. The airflow expenditure explanation
also fails to account for the aspiration effect in Durvasula
and Luo (2014), where vowels before aspirated stops are lon-
ger than before plain stops. Under the airflow approach, the
opposite distribution would be expected. It can therefore be
concluded that airflow expenditure during VOT does not
affect preceding vowel duration in any significant way.

E. Perceptual Distance

The results of the present study also considerably
weaken the Perceptual Distance hypothesis [(1)e]. The
Perceptual Distance approach adopts the claim that closure
duration is a prominent cue of stop voicing. Vocalic differ-
ences are argued to arise in order to maximize this percep-
tual contrast: a longer vowel makes the following shorter
closure of a voiced stop perceptually even shorter, thus
enhancing the perceptual cue (Kluender et al., 1988) [(1)e].
However, the durational differences found in this study are
small: the 95% profile CIs for the coefficient ejective vs
voiceless aspirated is [#5.8 ms, #3.5 ms]. Perception is
most likely not able to capture such small differences in
duration, especially under the assumption that perceptual
enhancement causes these durational differences to arise,
i.e., that differences originate in perceptual enhancement and
not that perception builds on some already present articula-
tory distribution.

This objection to the Perceptual Distance explanation
has been raised already in Chen (1970). Chen’s study shows
that the ratio of vowel duration differences in languages
other than English fall below the Just-Noticeable Difference
(JND) threshold, established for tonal durational differences
at the time of the study. Chen (1970) operates with Weber
DT/T JND ratios that range from 0.120 to 0.196 (established
by Stott, 1935 and Henry, 1948). Other studies report similar
JND ratios (e.g., approximately 0.125 in Abel, 1972; cf.
Nooteboom and Doodeman, 1980; for closure and burst
stimuli, see Huggins, 1968; Abel, 1972), but the substantially
lower JNDs from Ruhm et al. (1966) are rejected as not
reflecting realistic speech situations (Lehiste, 1970; Chen,
1970)—the experimental design in Ruhm et al. (1966)
involves “extensive training” (Nooteboom and Doodeman,
1980). A later study, however, reports a considerably smaller
Weber DT/T JND ratio based on vocalic stimuli that should
reflect realistic speech situation: the measured DT/T JND
ratio in Dutch is 0.055 (Nooteboom and Doodeman, 1980).

The JNDs are not the perfect metrics for estimating the
minimal threshold for perceptual distinctness: JNDs are
based on conscious judgments and it is possible that a pho-
netic difference is subconsciously perceptually distinct even
if overt judgments do not capture it. Such covert distinctness
might be invoked, for example, in near mergers unless near
mergers are analyzed as being influenced by orthography,
morphophonology, or coarticulation [e.g., in the case of
vocalic differences before final (de)voiced stops, see below].
Warner et al. (2004) measure vowel duration differences
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before incompletely neutralized final voiceless and underly-
ingly voiced stops in Dutch. They find a very small differ-
ence in vowel duration (3.5 ms) before the two series, which
is, besides burst duration after long vowels, the only signifi-
cant difference they find. This, however, does not mean that
other parameters in the production of underlying /t/ and /d/
are not different: in fact, other studies on the Dutch near
merger found parameters other than vowel duration to be
significant (Baumann, 1995; Ernestus and Baayen, 2007). In
other words, vowel duration could be influenced by the pro-
duction of the following stop. In the perception part of their
study, speakers were asked to distinguish between minimal
pairs with incompletely neutralized final stops. This task is
perhaps the closest approximation to testing subconscious
perceptual distinctness. Speakers were able to identify
underlying voicedness better than chance, but only for two
speakers—the one who had “a relatively large difference in
vowel duration, and the largest difference of any speaker for
burst duration,” and the one who had the “largest effect on
vowel duration of any speaker, but a relatively small effect
on burst duration.” Unfortunately, the authors do not reveal
the mean difference of vowel duration for the two speakers,
but it is, based on their description, higher than the average
for all speakers (3.5 ms).

Other studies that measure vowel duration in the produc-
tion of incompletely neutralized final stops find much greater
differences: 8–15 ms (Port and O’Dell, 1985; Slowiaczek and
Dinnsen, 1985; Smith et al., 2009; Roettger et al., 2014). van
Rooy et al. (2003) report the smallest difference at 3 ms in
one subcategory, but other categories feature substantially
larger differences. Pye (1986) (via Dmitrieva et al., 2010) and
Dmitrieva et al. (2010) report the difference at 5–20 ms for
Russian. Some studies find no significant differences in vowel
duration at all (Shrager, 2012; Dinnsen and Charles-Luce,
1984; Piroth and Janker, 2004 find a significant difference for
only one speaker). For an overview of the literature, see
Shrager (2012) and Kharlamov (2015). Port and O’Dell
(1985) report that in German the difference is 15 ms, and
even with such a large difference, listeners were able to cor-
rectly identify only approximately 60% of the stimuli (with
similar results also in Roettger et al., 2014). The author is
unaware of any studies of near mergers that would involve
length distinction and would control for the cues and articula-
tory influence of the following stop (e.g., near merger of long
and short vowels in a given environment).

Note that the differences in the present experiment fall
slightly below the lowest reported JND ratio. The DT/T for
vocalic differences between different stop types can be calcu-
lated based on estimates from the simple model (Sec. III A)
that includes only LF as the predictor of interest. If vowel
duration before the ejective is taken at the means of other pre-
dictors (Intercept in the model in Table III), the DT/T ratio of
the difference between vowel duration before ejective vs
voiceless aspirated stops compared to vowel duration before
ejectives is 4.7 ms/87.0 ms¼ 0.054. While this is just slightly
below the Weber DT/T JND ratio in Nooteboom and
Doodeman (1980), it falls well below the Weber DT/T JND
ratios obtained in other studies. With 4.7 ms in absolute dura-
tion, the differences in vowel durations between voiceless and

ejective stops are also close to the smallest measured near
merger in vowel duration: 3.5 ms in Dutch (Warner et al.,
2004) and well below the 8–15 ms difference measured in the
majority of other studies (Port and O’Dell, 1985). It is clear
that the 3.5 ms difference was not perceived as distinct in a
perceptual experiment that requires subjects to differentiate
between minimal pairs (Warner et al., 2004).

These results suggest that the differences in vowel dura-
tion before voiceless aspirated stops and ejective stops are
too small to be perceptible. Precisely because the observed
vocalic differences are likely not perceptible, the significant
differences in vowel durations before voiced, voiceless aspi-
rated, and ejective stops are likely caused by articulatory
rather than by perceptual factors. Further research on exactly
which durational differences can be perceived subcon-
sciously is needed before final conclusions that rule out per-
ception can be drawn.

It has to be noted that while perception is likely not the
factor that causes durational differences in vowels, it most
likely does contribute to durational differences in their mag-
nitude: speakers can perceptually enhance an existing articu-
latory generalization (in contexts with greater magnitude of
the effect where it is perceptible) in order to maximize per-
ceptual cues. For example, the fact that the coda voicing
effect in English is much greater in magnitude compared to
other languages is likely due to perceptual factors: English
speakers employed an existing phonetic generalization and
used it to enhance perceptual cues (cf. de Jong, 1991, 2004;
Sol"e, 2007).

VI. CONCLUSION AND FUTURE WORK

This paper presents evidence in favor of the ejection
effect: vowels are longer before ejectives than before voice-
less aspirated stops and shorter before ejectives than before
voiced stops when most other phonetic parameters (includ-
ing closure duration and VOT) are controlled for. The ejec-
tion effect is confirmed for Georgian, but further studies are
required to confirm the universality of these results. Because
it is consistent across speakers, nonce-words, and models,
and we expect the ejection effect to be replicable for lan-
guages with similar ejective stops realization as in Georgian.
Based on the results from this paper as well as other work on
the effects of aspiration, it is proposed that all three laryngeal
features affect preceding vowel durations when most other
phonetic parameters are controlled for (LFE).

Closure and VOT duration are argued to inversely affect
preceding vowel duration in Georgian, although this general-
ization is not as consistent across languages. The paper also
presents techniques for testing annotation bias (by combin-
ing data from different annotators): the tests suggest that the
ejection effect as well as the inverse effect of closure in
Georgian are phonetically real. Moreover, this paper argues
that the Georgian experiment better controls for speech rate
effects than other studies do, and that positive correlation
elsewhere might be due precisely to influences of speech
rate, while at the same time acknowledges that the inverse
correlation between closure and preceding vowel duration
can also be language-specific. Further research is needed for
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more conclusive results. The experiment also shows that clo-
sure affects vowel duration more for voiced stops (VCE) and
suggests that this effect is also phonetically real.

The Laryngeal Adjustment, Compensatory Temporal
Adjustment, and Rate of Closure Transition hypotheses
receive support from these results. It is thus likely that more
than a single factor influences vowel duration before stops
with different laryngeal features. The Perceptual Distance
and Airflow Expenditure hypotheses, on the other hand, are
considerably weakened by the results.

The paper also outlines why testing vowel duration
before only voiceless and voiced obstruents can lead to mis-
leading conclusions: laryngeal features are often correlated
with closure duration and VOT. The study thus aims to be a
step towards expanding measurements of vowel duration dif-
ferences to positions before stops beyond the voiced-
voiceless or aspirated-unaspirated distinction. The new
information on vowel duration before ejective stops yields
implications for the discussion in (1) and provides grounds
for more comprehensive models of vowel durations and tim-
ing relations in phonetics. Further information on vowel
durations before non-obstruent segments (such as nasals and
laterals, modeled together with effects of all laryngeal fea-
tures) or non-egressive segments (such as implosives or
clicks) would undoubtedly shed further light on the pro-
posals in (1) and yield implications for the general models of
timing in speech (Klatt, 1976; Port, 1981). However, non-
obstruent or non-egressive segments introduce further com-
plications as their articulation differs from egressive obstru-
ents in many respects (see Ladefoged and Maddieson, 1996),
which means many further factors would have to be con-
trolled for. Measuring vowel durations before ejective,
voiced, and voiceless aspirated stops involves minimal
changes: all three series of obstruents involve a closure ges-
ture, differ minimally in airstream mechanism, and allow for
accurate measurements, which means that most articulatory
parameters other than laryngeal features are controlled for.

The results allow further speculations on the exact
mechanisms and articulatory explanations for durational dif-
ferences and suggest future directions that research on the
effects of obstruents on preceding vowel duration should
take. The three laryngeal features (voice, spread glottis, and
constricted glottis) require three very different gestures that
involve both tongue root movement and laryngeal rising and
lowering (Westbury, 1983; Hong et al., 2002; Kingston,
1985; Moisik and Esling, 2014; Hirose and Gay, 1972;
Hirose, 1977; and literature therein). It can be speculated
that these different gestural targets require different times to
be achieved, which would result in different durations of the
preceding vowel. According to the results in this paper,
spreading of the glottis for voiceless aspirated stops would
require the shortest period of time and the laryngeal gestures
necessary for voicing the longest, while adjustment for ejec-
tion—constriction of the glottis—would take longer than
spreading, but shorter than the adjustment for voicing.
According to the line of reasoning in Halle et al. (1967),
laryngeal gestures required for ejective stops—closure of the
glottis—would take a longer time compared to laryngeal
gestures for spread glottis because pressure buildup during

closure facilitates the latter but not the former. Evaluation of
these claims is beyond the scope of the present paper. Future
studies on the issue should involve articulatory data and
should explore an articulatory basis for the LFE hypothesis.
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